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# 로지스틱 회귀모형은 반응변수 Y가 0 또는 1로 구분되는 이분형 자료에 적용되는 모형  
# 다음과 같은 선형모형을 가정한다.  
  
# log (p /(1-p))= beta\_0 + beta\_1\*X : logit변환  
  
data(iris)  
  
d<- iris[iris$Species == "virginica" | iris$Species =="versicolor",] # 종이 Virginica와 versicolor 선택  
d$Species <- factor(d$Species)  
str(d) # 이범주형 자료로 변환

## 'data.frame': 100 obs. of 5 variables:  
## $ Sepal.Length: num 7 6.4 6.9 5.5 6.5 5.7 6.3 4.9 6.6 5.2 ...  
## $ Sepal.Width : num 3.2 3.2 3.1 2.3 2.8 2.8 3.3 2.4 2.9 2.7 ...  
## $ Petal.Length: num 4.7 4.5 4.9 4 4.6 4.5 4.7 3.3 4.6 3.9 ...  
## $ Petal.Width : num 1.4 1.5 1.5 1.3 1.5 1.3 1.6 1 1.3 1.4 ...  
## $ Species : Factor w/ 2 levels "versicolor","virginica": 1 1 1 1 1 1 1 1 1 1 ...

# 만약 회귀모형으로 세운다면  
# d$Species가 factor이므로   
  
d$Species2 = as.numeric(d$Species)-1 #0과 1로 구성된 자료 생성  
lm.out <- lm(Species2~Sepal.Length+Sepal.Width+Petal.Length+Petal.Width, data=d)  
summary(lm.out)

##   
## Call:  
## lm(formula = Species2 ~ Sepal.Length + Sepal.Width + Petal.Length +   
## Petal.Width, data = d)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -0.62692 -0.15178 0.01562 0.14191 0.53094   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) -0.41864 0.26681 -1.569 0.11996   
## Sepal.Length -0.19606 0.07223 -2.714 0.00789 \*\*   
## Sepal.Width -0.30755 0.09452 -3.254 0.00158 \*\*   
## Petal.Length 0.38426 0.07818 4.915 3.70e-06 \*\*\*  
## Petal.Width 0.68284 0.11212 6.090 2.38e-08 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 0.2385 on 95 degrees of freedom  
## Multiple R-squared: 0.7839, Adjusted R-squared: 0.7748   
## F-statistic: 86.15 on 4 and 95 DF, p-value: < 2.2e-16

summary(lm.out$fitted.values) # 예측값을 살펴보면 -0.3, 1.49와 같이 0과 1의 범위를 넘어가는 예측값 존재

## Min. 1st Qu. Median Mean 3rd Qu. Max.   
## -0.3080 0.1291 0.5350 0.5000 0.8740 1.4940

# 로지스틱 회귀모형의 예측값은 0과 1 범위 내에서만 존재  
  
out <- glm(Species2~Sepal.Length+Sepal.Width+Petal.Length+Petal.Width, data=d, family=binomial(link="logit"))  
summary(out)

##   
## Call:  
## glm(formula = Species2 ~ Sepal.Length + Sepal.Width + Petal.Length +   
## Petal.Width, family = binomial(link = "logit"), data = d)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.01105 -0.00541 -0.00001 0.00677 1.78065   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -42.638 25.707 -1.659 0.0972 .  
## Sepal.Length -2.465 2.394 -1.030 0.3032   
## Sepal.Width -6.681 4.480 -1.491 0.1359   
## Petal.Length 9.429 4.737 1.991 0.0465 \*  
## Petal.Width 18.286 9.743 1.877 0.0605 .  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 138.629 on 99 degrees of freedom  
## Residual deviance: 11.899 on 95 degrees of freedom  
## AIC: 21.899  
##   
## Number of Fisher Scoring iterations: 10

out$fitted.values # 예측 확률

## 51 52 53 54 55   
## 1.171672e-05 4.856237e-05 1.198626e-03 4.220049e-05 1.408470e-03   
## 56 57 58 59 60   
## 1.018578e-04 1.305727e-03 5.351876e-10 1.458241e-05 1.481064e-05   
## 61 62 63 64 65   
## 3.990780e-08 3.744346e-05 9.947107e-08 7.988665e-04 1.378280e-08   
## 66 67 68 69 70   
## 2.828836e-06 1.326003e-03 1.481153e-08 5.959820e-02 8.712675e-08   
## 71 72 73 74 75   
## 4.048381e-01 3.405812e-07 2.248338e-01 4.023809e-05 1.410660e-06   
## 76 77 78 79 80   
## 7.060188e-06 7.124099e-04 2.760617e-01 9.651525e-04 1.290424e-10   
## 81 82 83 84 85   
## 8.469327e-08 5.298820e-09 8.707382e-08 8.676299e-01 2.169221e-03   
## 86 87 88 89 90   
## 2.129823e-04 2.979719e-04 2.551360e-04 7.884147e-07 1.109268e-05   
## 91 92 93 94 95   
## 3.969831e-05 1.596216e-04 4.360614e-07 8.158121e-10 1.502115e-05   
## 96 97 98 99 100   
## 2.541253e-07 3.085679e-06 2.309662e-06 6.163826e-11 2.344150e-06   
## 101 102 103 104 105   
## 1.000000e+00 9.996139e-01 9.999990e-01 9.997188e-01 9.999999e-01   
## 106 107 108 109 110   
## 1.000000e+00 8.908123e-01 9.999955e-01 9.999921e-01 1.000000e+00   
## 111 112 113 114 115   
## 9.902584e-01 9.997429e-01 9.999800e-01 9.999673e-01 9.999999e-01   
## 116 117 118 119 120   
## 9.999952e-01 9.976994e-01 9.999999e-01 1.000000e+00 9.204923e-01   
## 121 122 123 124 125   
## 9.999996e-01 9.995130e-01 1.000000e+00 9.484339e-01 9.999824e-01   
## 126 127 128 129 130   
## 9.995586e-01 8.245440e-01 8.022990e-01 9.999992e-01 9.712013e-01   
## 131 132 133 134 135   
## 9.999969e-01 9.999189e-01 9.999999e-01 2.048741e-01 9.664047e-01   
## 136 137 138 139 140   
## 1.000000e+00 9.999999e-01 9.964973e-01 6.691425e-01 9.998717e-01   
## 141 142 143 144 145   
## 1.000000e+00 9.999440e-01 9.996139e-01 1.000000e+00 1.000000e+00   
## 146 147 148 149 150   
## 9.999932e-01 9.991067e-01 9.989939e-01 9.999956e-01 9.776789e-01

pred<-(ifelse(out$fitted.values>0.5,1,0)) #예측값이 0.5이상이면 1로 예측하고 0.5 미만이면 0으로 예측  
  
xtabs(~pred+d$Species2) # 실제값과 예측값에 분류표

## d$Species2  
## pred 0 1  
## 0 49 1  
## 1 1 49

# 좋은 모형을 만들려면 먼저 어떤 모형이 좋은 것인지 결정해야한다.  
# 이를 평가하기 위해 평가메트릭, ROC 커브, 교차검증 등이 제시됨  
# p.20~30  
  
# 평가 메트릭  
# 분류가 Y, N 두 종류가 있다고 할 때 실제값과 예측값의 빈도를 그리면   
# 혼돈행렬(confusion matrix)로 그려진다.   
  
# 실제값  
# Y N  
# 예측값 Y True Positive(TP) False Positive(FP)  
# N False Nagative(FN) True Nagative (TN)  
  
# Precision = TP / (TP + FP) : Y로 예측된 것 중에 Y의 비율  
# Accuracy = TP+TN / (TP+FP+FN+TN) : 전체 예측 중 옳은 예측의 비율  
# Recall = TP / (TP+FN) : 실제로 Y 인 것들 중 예측이 Y인 비율  
# Specificity = TN / (FP + TN) : 실제로 N인 것들 중 예측이 N인 비율  
# FP rate = FP / (FP + TN) : Y가 아닌데 Y로 예측된 비율  
# F measure = 2 \* Precision\*Recall/(Precision+Recall) : Precision과 Recall의 조화 평균  
  
predicted <- c(1,0,0,1,1,1,0,0,0,1,1,1)  
actual <- c(1,0,0,1,1,0,1,1,0,1,1,1)  
  
xtabs(~predicted+actual)

## actual  
## predicted 0 1  
## 0 3 2  
## 1 1 6

# Q1. Accuracy는?  
  
if(!require(caret)) install.packages("caret", repos = "http://cran.us.r-project.org"); library(caret)

## Loading required package: caret

## Warning: package 'caret' was built under R version 3.4.4

## Loading required package: lattice

## Loading required package: ggplot2

# caret 패키지를 이용하면 평가 메트릭을 쉽게 계산할 수 있다.  
  
confusionMatrix(as.factor(predicted), as.factor(actual))

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 3 2  
## 1 1 6  
##   
## Accuracy : 0.75   
## 95% CI : (0.4281, 0.9451)  
## No Information Rate : 0.6667   
## P-Value [Acc > NIR] : 0.3931   
##   
## Kappa : 0.4706   
## Mcnemar's Test P-Value : 1.0000   
##   
## Sensitivity : 0.7500   
## Specificity : 0.7500   
## Pos Pred Value : 0.6000   
## Neg Pred Value : 0.8571   
## Prevalence : 0.3333   
## Detection Rate : 0.2500   
## Detection Prevalence : 0.4167   
## Balanced Accuracy : 0.7500   
##   
## 'Positive' Class : 0   
##

#iris자료에 대한 평가메트릭  
confusionMatrix(as.factor(pred), as.factor(d$Species2))

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 49 1  
## 1 1 49  
##   
## Accuracy : 0.98   
## 95% CI : (0.9296, 0.9976)  
## No Information Rate : 0.5   
## P-Value [Acc > NIR] : <2e-16   
##   
## Kappa : 0.96   
## Mcnemar's Test P-Value : 1   
##   
## Sensitivity : 0.98   
## Specificity : 0.98   
## Pos Pred Value : 0.98   
## Neg Pred Value : 0.98   
## Prevalence : 0.50   
## Detection Rate : 0.49   
## Detection Prevalence : 0.50   
## Balanced Accuracy : 0.98   
##   
## 'Positive' Class : 0   
##

# ROC 커브를 통해 모형분석 결과를 정량화 시킬 수 있다.   
  
if(!require(ROCR)) install.packages("ROCR", repos = "http://cran.us.r-project.org"); library(ROCR)

## Loading required package: ROCR

## Loading required package: gplots

##   
## Attaching package: 'gplots'

## The following object is masked from 'package:stats':  
##   
## lowess

pr <- prediction(pred, d$Species2)  
prf <- performance(pr, measure = "tpr", x.measure = "fpr")  
plot(prf)

![](data:image/png;base64,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)

auc <- performance(pr, measure = "auc")  
auc <- auc@y.values[[1]]  
auc

## [1] 0.98

# AUC를 판단하는 대략적인 기준  
# excellent = 0.9~1  
# good = 0.8~0.9  
# fair = 0.7~0.8  
# poor = 0.6~0.7  
# fail = 0.5~0.6  
  
# 주어진 데이터 전체를 사용해 모형을 세울 경우, 해당 데이터에는 잘 동작하지만  
# 새로운 데이터에는 좋지 않은 성능을 보이는 모형을 만들수 있다.(과적합 문제)  
# 과적합 발생 여부를 알아내려면 주어진 데이터 중 일부는 모델을 만드는 훈련데이터로 사용하고,  
# 나머지는 테스트 데이터로 사용해 모형을 평가해야한다.   
  
# 교차검증은 훈련 데이터와 테스트 데이터를 분리하여 모형을 만드는데 많이 사용되는 방법  
# p. 17~18  
  
if(!require(cvTools)) install.packages("cvTools", repos = "http://cran.us.r-project.org"); library(cvTools)

## Loading required package: cvTools

## Warning: package 'cvTools' was built under R version 3.4.4

## Loading required package: robustbase

## Warning: package 'robustbase' was built under R version 3.4.2

set.seed(1215124)  
cvFolds(10, K=5, type="random")

##   
## 5-fold CV:   
## Fold Index  
## 1 9  
## 2 5  
## 3 8  
## 4 3  
## 5 1  
## 1 4  
## 2 7  
## 3 2  
## 4 6  
## 5 10

# 5겹 교차검증에서 K=1일때 9, 4번째를 검증 데이터로 사용하고 나머지는 훈련 데이터로 사용  
# K=2일때 5, 7번째를 검증 데이터로 사용하고 나머지는 훈련데이터로 사용  
  
cvFolds(10, K=5, type="consecutive") # 연속된 자료를 검증자료로 사용할 때

##   
## 5-fold CV:   
## Fold Index  
## 1 1  
## 1 2  
## 2 3  
## 2 4  
## 3 5  
## 3 6  
## 4 7  
## 4 8  
## 5 9  
## 5 10

cvFolds(10, K=5, type="interleaved")

##   
## 5-fold CV:   
## Fold Index  
## 1 1  
## 2 2  
## 3 3  
## 4 4  
## 5 5  
## 1 6  
## 2 7  
## 3 8  
## 4 9  
## 5 10

#iris 자료에 대한 교차검증을 수행한다면....;  
set.seed(15142)  
cv <- cvFolds(nrow(d), K=5, R=3)  
  
#첫번째 반복 K=1  
sel<-cv$subset[which(cv$which==1),1]  
  
train <- d[-sel,]  
test <- d[sel,]  
  
out <- glm(Species2~Sepal.Length+Sepal.Width+Petal.Length+Petal.Width, data=train, family="binomial")

## Warning: glm.fit: algorithm did not converge

## Warning: glm.fit: fitted probabilities numerically 0 or 1 occurred

pred <- predict(out, newdata=test, type="response")  
pred<-(ifelse(pred>0.5,1,0)) #예측값이 0.5이상이면 1로 예측하고 0.5 미만이면 0으로 예측  
  
pr <- prediction(pred, test$Species2)  
auc <- performance(pr, measure = "auc")@y.values[[1]]  
auc

## [1] 0.9166667

#첫번째 반복 K=2  
sel<-cv$subset[which(cv$which==2),1]  
  
train <- d[-sel,]  
test <- d[sel,]  
  
out <- glm(Species2~Sepal.Length+Sepal.Width+Petal.Length+Petal.Width, data=train, family="binomial")  
pred <- predict(out, newdata=test, type="response")  
pred<-(ifelse(pred>0.5,1,0)) #예측값이 0.5이상이면 1로 예측하고 0.5 미만이면 0으로 예측  
  
pr <- prediction(pred, test$Species2)  
auc <- performance(pr, measure = "auc")@y.values[[1]]  
auc

## [1] 0.875

#첫번째 반복 K=3  
sel<-cv$subset[which(cv$which==3),1]  
  
train <- d[-sel,]  
test <- d[sel,]  
  
out <- glm(Species2~Sepal.Length+Sepal.Width+Petal.Length+Petal.Width, data=train, family="binomial")  
pred <- predict(out, newdata=test, type="response")  
pred<-(ifelse(pred>0.5,1,0)) #예측값이 0.5이상이면 1로 예측하고 0.5 미만이면 0으로 예측  
  
pr <- prediction(pred, test$Species2)  
auc <- performance(pr, measure = "auc")@y.values[[1]]  
auc

## [1] 0.9166667

# 병렬처리를 통해 위의 결과를 자동으로 계산되도록 프로그래밍  
if(!require(foreach)) install.packages("foreach", repos = "http://cran.us.r-project.org"); library(foreach)

## Loading required package: foreach

## Warning: package 'foreach' was built under R version 3.4.4

set.seed(325312)  
R=3  
K=5  
cv <- cvFolds(nrow(d), K=K, R=R)  
foreach(r=1:R) %do% {  
 foreach(k=1:K, .combine=c) %do% {  
 sel<-cv$subset[which(cv$which==k),r]  
   
 train <- d[-sel,]  
 test <- d[sel,]  
   
 out <- glm(Species2~Sepal.Length+Sepal.Width+Petal.Length+Petal.Width, data=train, family="binomial")  
 pred <- predict(out, newdata=test, type="response")  
   
 pred1<-(ifelse(out$fitted.values>0.5,1,0)) # train 자료  
 pred2<-(ifelse(pred>0.5,1,0)) # test 자료  
   
 pr1 <- prediction(pred1, train$Species2)  
 pr2 <- prediction(pred2, test$Species2)  
   
 auc1 <- performance(pr1, measure = "auc")@y.values[[1]] # train 자료  
 auc2 <- performance(pr2, measure = "auc")@y.values[[1]] # test 자료  
   
 return(c(auc1, auc2))  
 }  
}

## Warning: glm.fit: algorithm did not converge  
  
## Warning: glm.fit: fitted probabilities numerically 0 or 1 occurred

## Warning: glm.fit: algorithm did not converge

## Warning: glm.fit: fitted probabilities numerically 0 or 1 occurred

## Warning: glm.fit: algorithm did not converge

## Warning: glm.fit: fitted probabilities numerically 0 or 1 occurred

## Warning: glm.fit: algorithm did not converge

## Warning: glm.fit: fitted probabilities numerically 0 or 1 occurred

## Warning: glm.fit: algorithm did not converge

## Warning: glm.fit: fitted probabilities numerically 0 or 1 occurred

## [[1]]  
## [1] 0.9749844 0.9545455 1.0000000 0.9090909 0.9750000 1.0000000 1.0000000  
## [8] 0.9090909 0.9749844 0.9545455  
##   
## [[2]]  
## [1] 1.0000000 0.8958333 0.9749373 0.9583333 0.9750000 1.0000000 0.9746032  
## [8] 1.0000000 0.9749844 0.9545455  
##   
## [[3]]  
## [1] 1.0000000 0.9500000 0.9613451 0.9615385 0.9749844 1.0000000 1.0000000  
## [8] 0.8750000 0.9749373 1.0000000

####################################################################################  
# Another example  
library(foreign)  
mydata <- read.dta("http://dss.princeton.edu/training/Panel101.dta")  
  
head(mydata)

## country year y y\_bin x1 x2 x3  
## 1 A 1990 1342787840 1 0.2779036 -1.1079559 0.28255358  
## 2 A 1991 -1899660544 0 0.3206847 -0.9487200 0.49253848  
## 3 A 1992 -11234363 0 0.3634657 -0.7894840 0.70252335  
## 4 A 1993 2645775360 1 0.2461440 -0.8855330 -0.09439092  
## 5 A 1994 3008334848 1 0.4246230 -0.7297683 0.94613063  
## 6 A 1995 3229574144 1 0.4772141 -0.7232460 1.02968037  
## opinion  
## 1 Str agree  
## 2 Disag  
## 3 Disag  
## 4 Disag  
## 5 Disag  
## 6 Str agree

logit <- glm(y\_bin~ x1+x2+x3, family=binomial(link="logit"), data=mydata)  
summary(logit)

##   
## Call:  
## glm(formula = y\_bin ~ x1 + x2 + x3, family = binomial(link = "logit"),   
## data = mydata)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.0277 0.2347 0.5542 0.7016 1.0839   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) 0.4262 0.6390 0.667 0.5048   
## x1 0.8618 0.7840 1.099 0.2717   
## x2 0.3665 0.3082 1.189 0.2343   
## x3 0.7512 0.4548 1.652 0.0986 .  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 70.056 on 69 degrees of freedom  
## Residual deviance: 65.512 on 66 degrees of freedom  
## AIC: 73.512  
##   
## Number of Fisher Scoring iterations: 5

if(!require(stargazer)) install.packages("stargazer", repos = "http://cran.us.r-project.org");library(stargazer)

## Loading required package: stargazer

## Warning: package 'stargazer' was built under R version 3.4.4

##   
## Please cite as:

## Hlavac, Marek (2018). stargazer: Well-Formatted Regression and Summary Statistics Tables.

## R package version 5.2.2. https://CRAN.R-project.org/package=stargazer

stargazer(logit, type="text")

##   
## =============================================  
## Dependent variable:   
## ---------------------------  
## y\_bin   
## ---------------------------------------------  
## x1 0.862   
## (0.784)   
##   
## x2 0.367   
## (0.308)   
##   
## x3 0.751\*   
## (0.455)   
##   
## Constant 0.426   
## (0.639)   
##   
## ---------------------------------------------  
## Observations 70   
## Log Likelihood -32.756   
## Akaike Inf. Crit. 73.512   
## =============================================  
## Note: \*p<0.1; \*\*p<0.05; \*\*\*p<0.01

# stargazer()함수를 이용하면 로지스틱 모형의 결과를 보기 좋게 만들수 있음  
  
# logistic 모형의 경우 오즈비(odds ratio)가 중요  
  
# 컴퓨터를 통한 오즈비 계산  
cbind(Estimate=round(coef(logit),4), OR=round(exp(coef(logit)),4))

## Estimate OR  
## (Intercept) 0.4262 1.5314  
## x1 0.8618 2.3674  
## x2 0.3665 1.4427  
## x3 0.7512 2.1196

# 팩키지를 이용한 오즈비 계산  
if(!require(mfx)) install.packages("mfx", repos = "http://cran.us.r-project.org");library(mfx)

## Loading required package: mfx

## Warning in library(package, lib.loc = lib.loc, character.only = TRUE,  
## logical.return = TRUE, : there is no package called 'mfx'

## Installing package into 'C:/Users/SANGHOOJEFFREY/Documents/R/win-library/3.4'  
## (as 'lib' is unspecified)

## package 'mfx' successfully unpacked and MD5 sums checked  
##   
## The downloaded binary packages are in  
## C:\Users\SANGHOOJEFFREY\AppData\Local\Temp\RtmpkrQhth\downloaded\_packages

## Warning: package 'mfx' was built under R version 3.4.4

## Loading required package: sandwich

## Loading required package: lmtest

## Warning: package 'lmtest' was built under R version 3.4.4

## Loading required package: zoo

## Warning: package 'zoo' was built under R version 3.4.4

##   
## Attaching package: 'zoo'

## The following objects are masked from 'package:base':  
##   
## as.Date, as.Date.numeric

## Loading required package: MASS

## Loading required package: betareg

logitor(y\_bin~ x1+x2+x3, data=mydata)

## Call:  
## logitor(formula = y\_bin ~ x1 + x2 + x3, data = mydata)  
##   
## Odds Ratio:  
## OddsRatio Std. Err. z P>|z|   
## x1 2.36735 1.85600 1.0992 0.27168   
## x2 1.44273 0.44459 1.1894 0.23427   
## x3 2.11957 0.96405 1.6516 0.09861 .  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

logit.or = exp(coef(logit))  
stargazer(logit, coef=list(logit.or), p.auto=FALSE, type="text")

##   
## =============================================  
## Dependent variable:   
## ---------------------------  
## y\_bin   
## ---------------------------------------------  
## x1 2.367   
## (0.784)   
##   
## x2 1.443   
## (0.308)   
##   
## x3 2.120\*   
## (0.455)   
##   
## Constant 1.531   
## (0.639)   
##   
## ---------------------------------------------  
## Observations 70   
## Log Likelihood -32.756   
## Akaike Inf. Crit. 73.512   
## =============================================  
## Note: \*p<0.1; \*\*p<0.05; \*\*\*p<0.01

allmean <- data.frame(x1=mean(mydata$x1),  
 x2=mean(mydata$x2),  
 x3=mean(mydata$x3))  
# 전체 설명변수의 평균 값을 생성  
allmean

## x1 x2 x3  
## 1 0.6480006 0.1338694 0.761851

allmean$pred.prob <- predict(logit, newdata=allmean, type="response")  
# 전체 설명변수의 평균값으로 로지스틱회귀모형을 실행했을 때 확률값 계산  
# 즉, 전체 설명변수가 평균값일 때, y가 1이될 확률은 약 83% 임  
allmean

## x1 x2 x3 pred.prob  
## 1 0.6480006 0.1338694 0.761851 0.8328555

logit <- glm(y\_bin ~ x1+x2+x3+opinion, family=binomial(link="logit"), data=mydata)  
# 범주형 자료가 들어간 로지스틱 회귀모형을 세워보자.   
  
allmean <- data.frame(x1=rep(mean(mydata$x1),4),  
 x2=rep(mean(mydata$x2),4),  
 x3=rep(mean(mydata$x3),4),  
 opinion=as.factor(c("Str agree","Agree","Disag","Str disag")))  
# 각 설명변수의 평균값과 의견에 따른 y가 1이될 확률을 계산해보자.   
  
allmean <- cbind(allmean,predict(logit, newdata=allmean, type="response", se.fit=TRUE))  
  
allmean

## x1 x2 x3 opinion fit se.fit  
## 1 0.6480006 0.1338694 0.761851 Str agree 0.8764826 0.07394431  
## 2 0.6480006 0.1338694 0.761851 Agree 0.5107928 0.15099064  
## 3 0.6480006 0.1338694 0.761851 Disag 0.9077609 0.06734568  
## 4 0.6480006 0.1338694 0.761851 Str disag 0.9339310 0.06446677  
## residual.scale  
## 1 1  
## 2 1  
## 3 1  
## 4 1

# 설명변수가 평균값일 때, 의견에 따라 y가 1이될 확률을 알 수 있다.   
# 예측 확률과 그에 대한 표준오차가 있으므로 95% 예측확률의 신뢰구간도 구할 수 있다.   
# Renaming "fit" and "se.fit" columns  
names(allmean)[names(allmean)=="fit"] = "prob"  
names(allmean)[names(allmean)=="se.fit"] = "se.prob"  
  
# Estimating confidence intervals  
allmean$ll = allmean$prob - 1.96\*allmean$se.prob  
allmean$ul = allmean$prob + 1.96\*allmean$se.prob  
allmean

## x1 x2 x3 opinion prob se.prob  
## 1 0.6480006 0.1338694 0.761851 Str agree 0.8764826 0.07394431  
## 2 0.6480006 0.1338694 0.761851 Agree 0.5107928 0.15099064  
## 3 0.6480006 0.1338694 0.761851 Disag 0.9077609 0.06734568  
## 4 0.6480006 0.1338694 0.761851 Str disag 0.9339310 0.06446677  
## residual.scale ll ul  
## 1 1 0.7315518 1.0214134  
## 2 1 0.2148511 0.8067344  
## 3 1 0.7757634 1.0397585  
## 4 1 0.8075762 1.0602859

# errorplot을 통한 의견에 따른 결과 시각화  
if(!require(Hmisc)) install.packages("Hmisc", repos = "http://cran.us.r-project.org");library(Hmisc)

## Loading required package: Hmisc

## Warning: package 'Hmisc' was built under R version 3.4.4

## Loading required package: survival

##   
## Attaching package: 'survival'

## The following object is masked from 'package:robustbase':  
##   
## heart

## The following object is masked from 'package:caret':  
##   
## cluster

## Loading required package: Formula

##   
## Attaching package: 'Hmisc'

## The following objects are masked from 'package:base':  
##   
## format.pval, units

errbar(allmean$opinion, allmean$prob, allmean$ul, allmean$ll)

![](data:image/png;base64,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)

# 평가 메트릭을 통한 결과확인  
pred.opi<-ifelse(logit$fitted.values>0.5,1,0)  
xtabs(~pred.opi+mydata$y\_bin)

## mydata$y\_bin  
## pred.opi 0 1  
## 0 4 4  
## 1 10 52

confusionMatrix(as.factor(pred.opi), as.factor(mydata$y\_bin))

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 4 4  
## 1 10 52  
##   
## Accuracy : 0.8   
## 95% CI : (0.6873, 0.8861)  
## No Information Rate : 0.8   
## P-Value [Acc > NIR] : 0.5709   
##   
## Kappa : 0.2553   
## Mcnemar's Test P-Value : 0.1814   
##   
## Sensitivity : 0.28571   
## Specificity : 0.92857   
## Pos Pred Value : 0.50000   
## Neg Pred Value : 0.83871   
## Prevalence : 0.20000   
## Detection Rate : 0.05714   
## Detection Prevalence : 0.11429   
## Balanced Accuracy : 0.60714   
##   
## 'Positive' Class : 0   
##

# 다향 로지스틱 회귀모형은 반응변수 Y가 두개가 아니라 여러 개가 될 수 있는 경우  
# nnet 팩키지의 multinom()로 쉽게 모델링 할 수 있다.   
  
if (!require(nnet)) install.packages("nnet", repos = "http://cran.us.r-project.org"); library(nnet)

## Loading required package: nnet

m <- multinom(Species~Sepal.Length+Sepal.Width+Petal.Length+Petal.Width, data=iris)

## # weights: 18 (10 variable)  
## initial value 164.791843   
## iter 10 value 16.177348  
## iter 20 value 7.111438  
## iter 30 value 6.182999  
## iter 40 value 5.984028  
## iter 50 value 5.961278  
## iter 60 value 5.954900  
## iter 70 value 5.951851  
## iter 80 value 5.950343  
## iter 90 value 5.949904  
## iter 100 value 5.949867  
## final value 5.949867   
## stopped after 100 iterations

m$fitted.values

## setosa versicolor virginica  
## 1 1.000000e+00 1.526406e-09 2.716417e-36  
## 2 9.999996e-01 3.536476e-07 2.883729e-32  
## 3 1.000000e+00 4.443506e-08 6.103424e-34  
## 4 9.999968e-01 3.163905e-06 7.117010e-31  
## 5 1.000000e+00 1.102983e-09 1.289946e-36  
## 6 1.000000e+00 3.521573e-10 1.344907e-35  
## 7 1.000000e+00 4.098064e-08 3.016154e-33  
## 8 1.000000e+00 2.615330e-08 2.972971e-34  
## 9 9.999871e-01 1.294210e-05 7.048364e-30  
## 10 9.999992e-01 8.386603e-07 1.454198e-32  
## 11 1.000000e+00 2.161864e-10 1.241888e-37  
## 12 9.999997e-01 3.238036e-07 1.545112e-32  
## 13 9.999992e-01 8.320656e-07 1.402024e-32  
## 14 9.999998e-01 1.776283e-07 6.091969e-34  
## 15 1.000000e+00 2.490019e-14 4.289244e-44  
## 16 1.000000e+00 5.099113e-14 5.053040e-42  
## 17 1.000000e+00 1.180774e-12 1.043681e-39  
## 18 1.000000e+00 1.119797e-09 1.233997e-35  
## 19 1.000000e+00 2.229749e-10 1.278090e-36  
## 20 1.000000e+00 3.414358e-10 1.306813e-36  
## 21 9.999999e-01 5.088458e-08 1.418328e-33  
## 22 1.000000e+00 5.983234e-10 2.761055e-35  
## 23 1.000000e+00 3.282647e-11 2.381898e-39  
## 24 9.999998e-01 2.467861e-07 6.662407e-30  
## 25 9.999768e-01 2.323802e-05 1.868716e-29  
## 26 9.999965e-01 3.538327e-06 1.482164e-30  
## 27 9.999999e-01 5.849351e-08 6.536682e-32  
## 28 1.000000e+00 3.674991e-09 1.310414e-35  
## 29 1.000000e+00 2.112377e-09 5.720335e-36  
## 30 9.999968e-01 3.188981e-06 7.381858e-31  
## 31 9.999956e-01 4.413191e-06 1.554498e-30  
## 32 1.000000e+00 1.585769e-09 2.578398e-34  
## 33 1.000000e+00 2.696754e-11 2.849881e-40  
## 34 1.000000e+00 3.875622e-13 2.425003e-42  
## 35 9.999994e-01 6.152555e-07 6.606045e-32  
## 36 1.000000e+00 2.079286e-09 5.317228e-36  
## 37 1.000000e+00 4.138112e-11 1.071492e-38  
## 38 1.000000e+00 2.595111e-09 6.271520e-37  
## 39 9.999987e-01 1.303796e-06 1.422388e-31  
## 40 1.000000e+00 1.515201e-08 1.346082e-34  
## 41 1.000000e+00 4.651074e-10 2.558009e-36  
## 42 9.997542e-01 2.458213e-04 1.376952e-26  
## 43 9.999998e-01 2.285045e-07 6.575528e-33  
## 44 1.000000e+00 1.317919e-08 2.900340e-31  
## 45 9.999999e-01 7.470478e-08 7.649899e-32  
## 46 9.999996e-01 4.478126e-07 2.893285e-31  
## 47 1.000000e+00 1.934115e-09 3.064974e-36  
## 48 9.999997e-01 3.187312e-07 1.436229e-32  
## 49 1.000000e+00 3.731511e-10 2.742847e-37  
## 50 1.000000e+00 1.503286e-08 1.297787e-34  
## 51 2.427101e-07 9.999877e-01 1.201699e-05  
## 52 2.160475e-07 9.999501e-01 4.968516e-05  
## 53 4.640834e-09 9.987828e-01 1.217158e-03  
## 54 4.185792e-10 9.999567e-01 4.326447e-05  
## 55 2.752538e-09 9.985711e-01 1.428890e-03  
## 56 7.824187e-11 9.998954e-01 1.045901e-04  
## 57 2.356899e-08 9.986727e-01 1.327314e-03  
## 58 3.195371e-07 9.999997e-01 5.641233e-10  
## 59 6.116463e-09 9.999850e-01 1.497847e-05  
## 60 1.501151e-08 9.999848e-01 1.523161e-05  
## 61 9.809848e-10 1.000000e+00 4.165185e-08  
## 62 1.773719e-07 9.999615e-01 3.834000e-05  
## 63 1.060055e-09 9.999999e-01 1.034374e-07  
## 64 1.308456e-10 9.991850e-01 8.150241e-04  
## 65 4.002682e-05 9.999600e-01 1.436141e-08  
## 66 1.418052e-06 9.999957e-01 2.908759e-06  
## 67 4.799737e-10 9.986481e-01 1.351871e-03  
## 68 6.658268e-09 1.000000e+00 1.551529e-08  
## 69 1.127345e-11 9.401019e-01 5.989806e-02  
## 70 9.220385e-09 9.999999e-01 9.072544e-08  
## 71 2.958914e-10 5.945365e-01 4.054635e-01  
## 72 8.608392e-07 9.999988e-01 3.522422e-07  
## 73 7.324234e-13 7.743208e-01 2.256792e-01  
## 74 2.950369e-11 9.999586e-01 4.141866e-05  
## 75 1.473401e-07 9.999984e-01 1.455234e-06  
## 76 3.439354e-07 9.999924e-01 7.246952e-06  
## 77 6.017178e-10 9.992755e-01 7.245125e-04  
## 78 2.112470e-10 7.236305e-01 2.763695e-01  
## 79 1.784210e-09 9.990177e-01 9.822717e-04  
## 80 8.317614e-06 9.999917e-01 1.361048e-10  
## 81 9.293464e-09 9.999999e-01 8.816365e-08  
## 82 2.833280e-08 1.000000e+00 5.553317e-09  
## 83 2.136523e-07 9.999997e-01 9.050639e-08  
## 84 1.096390e-14 1.323524e-01 8.676476e-01  
## 85 1.609647e-10 9.977885e-01 2.211499e-03  
## 86 1.892766e-07 9.997823e-01 2.175106e-04  
## 87 2.692561e-08 9.996965e-01 3.034535e-04  
## 88 1.105514e-10 9.997399e-01 2.600700e-04  
## 89 7.714596e-08 9.999991e-01 8.170920e-07  
## 90 2.388398e-09 9.999886e-01 1.141228e-05  
## 91 1.403301e-11 9.999591e-01 4.089587e-05  
## 92 1.299698e-09 9.998366e-01 1.633724e-04  
## 93 2.152323e-08 9.999995e-01 4.518083e-07  
## 94 2.308979e-07 9.999998e-01 8.584159e-10  
## 95 1.362045e-09 9.999845e-01 1.546367e-05  
## 96 2.350697e-08 9.999997e-01 2.643923e-07  
## 97 1.341431e-08 9.999968e-01 3.187736e-06  
## 98 4.945474e-08 9.999976e-01 2.382636e-06  
## 99 2.224095e-04 9.997776e-01 6.500522e-11  
## 100 2.333746e-08 9.999976e-01 2.420920e-06  
## 101 9.453717e-25 2.718072e-10 1.000000e+00  
## 102 2.762230e-17 3.922358e-04 9.996078e-01  
## 103 2.413930e-20 9.974371e-07 9.999990e-01  
## 104 1.039086e-18 2.851578e-04 9.997148e-01  
## 105 4.877802e-22 9.409138e-08 9.999999e-01  
## 106 8.139586e-26 4.698713e-09 1.000000e+00  
## 107 2.747116e-14 1.091926e-01 8.908074e-01  
## 108 1.841814e-22 4.609074e-06 9.999954e-01  
## 109 4.655966e-22 8.093448e-06 9.999919e-01  
## 110 1.116285e-20 7.196079e-09 1.000000e+00  
## 111 3.360175e-12 9.861345e-03 9.901387e-01  
## 112 2.824675e-17 2.619406e-04 9.997381e-01  
## 113 2.887245e-17 2.057044e-05 9.999794e-01  
## 114 1.356507e-18 3.348943e-05 9.999665e-01  
## 115 6.643324e-20 8.391928e-08 9.999999e-01  
## 116 1.443873e-16 4.987152e-06 9.999950e-01  
## 117 2.506556e-16 2.325939e-03 9.976741e-01  
## 118 8.132508e-22 7.823403e-08 9.999999e-01  
## 119 1.539275e-32 6.473411e-13 1.000000e+00  
## 120 2.586465e-16 7.964338e-02 9.203566e-01  
## 121 5.888460e-19 3.959256e-07 9.999996e-01  
## 122 6.580602e-16 4.950994e-04 9.995049e-01  
## 123 3.543398e-27 3.830263e-09 1.000000e+00  
## 124 7.099730e-13 5.193896e-02 9.480610e-01  
## 125 1.158605e-17 1.805360e-05 9.999819e-01  
## 126 1.014284e-17 4.479026e-04 9.995521e-01  
## 127 1.384328e-11 1.760948e-01 8.239052e-01  
## 128 1.238609e-11 1.980731e-01 8.019269e-01  
## 129 5.264982e-21 7.894776e-07 9.999992e-01  
## 130 1.067125e-15 2.892881e-02 9.710712e-01  
## 131 2.185577e-21 3.215285e-06 9.999968e-01  
## 132 9.900467e-17 8.276525e-05 9.999172e-01  
## 133 1.158989e-21 1.274946e-07 9.999999e-01  
## 134 5.926801e-13 7.939466e-01 2.060534e-01  
## 135 8.716903e-19 3.353546e-02 9.664645e-01  
## 136 1.196029e-21 1.736953e-08 1.000000e+00  
## 137 2.573884e-19 1.415958e-07 9.999999e-01  
## 138 5.272004e-16 3.535048e-03 9.964650e-01  
## 139 4.984248e-11 3.310585e-01 6.689415e-01  
## 140 3.159583e-15 1.313812e-04 9.998686e-01  
## 141 6.087418e-20 5.142118e-08 9.999999e-01  
## 142 1.851909e-13 5.774763e-05 9.999423e-01  
## 143 2.762230e-17 3.922358e-04 9.996078e-01  
## 144 2.348662e-21 4.707320e-08 1.000000e+00  
## 145 2.720648e-20 1.227942e-08 1.000000e+00  
## 146 7.661759e-16 7.065708e-06 9.999929e-01  
## 147 7.146172e-16 9.093936e-04 9.990906e-01  
## 148 1.470964e-14 1.023609e-03 9.989764e-01  
## 149 6.009635e-17 4.504137e-06 9.999955e-01  
## 150 2.726745e-14 2.243538e-02 9.775646e-01

# 1번째 50번째 100번째 자료의 모형의 통한 예측결과는?  
predict(m, newdata=iris[c(1,50,100),], type='class')

## [1] setosa setosa versicolor  
## Levels: setosa versicolor virginica

# 만약 각 분류에 속할 확률을 예측하고자 한다면?  
predict(m, newdata=iris[c(1,50,100),], type='probs')

## setosa versicolor virginica  
## 1 1.000000e+00 1.526406e-09 2.716417e-36  
## 50 1.000000e+00 1.503286e-08 1.297787e-34  
## 100 2.333746e-08 9.999976e-01 2.420920e-06

# 원자료의 다항회귀모형을 통한 결과  
predicted <- predict(m, newdata=iris)  
  
xtabs(~predicted+iris$Species) #분할표를 이용한 결과

## iris$Species  
## predicted setosa versicolor virginica  
## setosa 50 0 0  
## versicolor 0 49 1  
## virginica 0 1 49

confusionMatrix(as.factor(predicted), as.factor(iris$Species)) #혼돈 행렬을 이용한 결과

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction setosa versicolor virginica  
## setosa 50 0 0  
## versicolor 0 49 1  
## virginica 0 1 49  
##   
## Overall Statistics  
##   
## Accuracy : 0.9867   
## 95% CI : (0.9527, 0.9984)  
## No Information Rate : 0.3333   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.98   
## Mcnemar's Test P-Value : NA   
##   
## Statistics by Class:  
##   
## Class: setosa Class: versicolor Class: virginica  
## Sensitivity 1.0000 0.9800 0.9800  
## Specificity 1.0000 0.9900 0.9900  
## Pos Pred Value 1.0000 0.9800 0.9800  
## Neg Pred Value 1.0000 0.9900 0.9900  
## Prevalence 0.3333 0.3333 0.3333  
## Detection Rate 0.3333 0.3267 0.3267  
## Detection Prevalence 0.3333 0.3333 0.3333  
## Balanced Accuracy 1.0000 0.9850 0.9850