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**摘要 ：**

**[目的]** 探讨冶金领域中文专利术语抽取模型的最优条件，从而提出更为有效的冶金领域专利术语抽取条件。**[方法]**本文使用尚不完善的核心语料库，无需人工标引的情况下，采用条件随机场（conditional random fields, CRFs)构建了字角色标注的冶金领域中文专利术语识别模型。文章详细说明了模型的构建过程，同时重点对比了CFRs的各个因素包括特征组合，字长窗口等对识别效果的影响。**[结果]**实验表明字序列、级别特征、领域特征、温度特征的组合在字长窗口为3，c等于1，f等于1时,准确率达94.26%,召回率达94.37%，F1值达94.5%。**[局限]**核心词典欠完善，使得部分词语标注不够准确。其次文章未跟其他方法作详细比较，只在参考文献中借鉴他人的实验结论说明了CRFs的可靠性。**[结论]**CRFs在适当的角色和特征以及特征模板的组合下能较好的识别出冶金领域的中文专利术语。
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**Abstract**：

**[Objective]**The paper investigate the optimal conditions for Chinese Patent Term Extraction model in the field of metallurgy in order to explore a more effective condition for patent term extraction.**[Methods]**Chinese metallurgy patent terminology recognition model based on CRFs (conditional random fields) with character role labeled no case of manual indexing under the assistant of incomplete core corpus. The process of model building was described ,the impact of various factors including characteristics combination, word window and so on was discussed.

**[Results]**The result conclude that Precision rate reached to 94.26%, recall rate reached to 94.37% and F1 reach to 94.5% with the combination of character sequences, level features, areal features and temperature features as well as 3-word window, c equaled 1.**[Limitations]** part of the label is not accurate enough duo to core dictionary are incomplete.Secondly, the article did not make a detailed comparison with other methods with the support of references that illustrate CRFs is a suitable way fro term extraction.**[Conclusions]**Appropriate roles and features and characteristics template combined together can effectively identify the Chinese metallurgy patent term.
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**1 引言**

专利具有新颖、实用的特征，是科技信息最为有效的载体之一，代表了一个国家一个民族的科技发展水平[1]。专利的有效利用能够提高国家和企业的发展速度[2][3]。然而由于中文专利文献为非结构化文本，以及中文专利文献中的专利术语具有长术语多，英文缩写多等特点，作为专利文献的核心内容的专利术语较难直接被科技人员直接识别，影响专利的利用率。因此，专利术语的抽取显得较为重要。不仅如此，专利术语的抽取也为分词、句法分析、专利本体的构建等奠定了基础。

目前中文领域术语识别主要有三种方法：第一种是基于规则的方法[4][5]。基于规则的方法也可称为基于语言学的方法，主要是根据语言学知识制定的特殊句法结构或模板，匹配符合这些特征模板的字符串。由于特定的语言的复杂性，及其语法不断发展变化，随着科技的发展，新术语层出不穷，使得该方法较难实施，缺乏灵活性。第二种是基于统计的方法[6][7]。该方法以统计学为理论基础，利用术语已经在语料库中的分布统计来识别术语。常用的统计方法分为衡量词或词组的领域性,如词频（Frequency）和衡量词组的单元性,如互信息（Mutual Information）[8]。第三种是将规则与统计相结合的方法[9][10]。此方法可在统计处理之后采用语法过滤器，抽取符合统计意义且与给定词法模板匹配的词汇，也可首先采用语法规则筛选出候选项，再计算候选项的统计意义[11]。

条件随机场是一种典型的序列标注判别模型，它在给定的观察序列的条件下，计算整个观察序列状态标记的联合条件概率分布的无向图模型。它在隐马尔科夫模型（Hidden Markov Model, HMM)[12][13]和最大熵模型（Max Entropy Model, MEM)[14][15][16]基础上建立，克服了HMM[17]以及MEM的一些缺点，如CRFs对整个标记序列计算联合概率，在整个序列范围内归一化，避免了MEM因求解单个或局部观察值概率所带来的标记偏置问题[18]。CRFs被广泛的应用于中文文本的处理。例如邓三鸿将其用于中文书目关键词标引，论证了该模型的合理性和实用性[19]。王昊将其用于人名识别应用于网络舆情分析中，证实CRFs优于HMM的前提下，探讨了CRFs识别人名的最佳条件[20]。刘伙玉将其用于段落自动划分与构成要素识别，认为CRFs在更大的时间复杂度代价下处理效果优于ME[21]。但将CRFs用于专利术语的研究较少，如中国科学技术研究所的李鹏等在条件随机场的基础上提出了基于规则的摘要信息抽取方法。但其准确率、召回率、F1值均在50% 以下，并且规则的手工编写费时费力[22]。刘辉等通过制定语料标注规则进行人工标注，同时采用基于字的序列标注，用CRFs进行训练和测试，实现了通信领域的术语抽取，最高准确率为80%，但文中的人工标注规则仍是一个耗时长的工程。而且未对有利用术语识别的特征和角色进行讨论，不利于后人进行更大规模的术语抽取[23]。黄绍杉等人用CRFs处理专利处理的英文摘要，抽取摘要中表示技术和功效内容的信息，平均准确率约为40%[24]。李洪政等用CRFs识别汉语专利文本介词短语，准确率达90%以上[25]，但它主要通过词性标注角色和特征，在语言学的角度识别介词，实践应用较少。

本文以钢铁冶金领域的中文专利文献的标题为语料，通过核心语料库自动标引字角色以及特征，采用CRFs模型，建立中文冶金领域术语自动抽取模型，并通过调整不同的实验参数，观察不同的实验效果来探讨模型最佳识别条件。

**2 基于CRFs的字角色专利术语识别模型构建**

模型分为三部分，首先是字角色的定义，其次是特征标注和角色标注，最后构建特征模板。字角色标注和特征标注为文本标注，角色标注重点依赖于核心词汇库，用于识别术语的映射和还原，而特征的选择依赖于特定的语料，用于辅助术语识别。特征模板用于控制特征的个数，字长窗口等因素。三者共同形成CRFs输入要素。

**2.1 字角色标注模型**

专利术语识别模型如图1所示，整体分成语料标注和序列标注两大部分。其中在语料生成部分：①首先构建钢铁冶金领域中文核心词汇库，包括领域词汇列表，以及化学元素等，这些词汇来源于网站，专业词典，专利常用词以及领域专家处，共计6467个。②然后将专利文本题名进行文本标注，将题名拆分成字序列，包括汉字和连续字母或数字串。③通过字角色空间模型标注相应的角色。④将字序列和角色序列组合，形成包含字与角色的学习语料。而在序列标注部分，融入外部特征来有效扩展观察序列。①首先将专利文本的外部特征，如是否是音译字，是否是姓氏等特征，扩展到之前生成的学习语料生成观察标注序列构成训练语料。②然后训练语料结合特征模板通过CRFs算法计算生成序列标注模型，此处将会多次测试不同的观察序列取值，不同的特征集合个数以及不同的角色集合，以寻找最佳的建模条件。③仅有观察序列的测试语料在上一步训练的模型学习下生成角色序列。④最后依据之前定义的字角色抽取领域术语。

本文采用的训练和测试语料来至中国国家知识产权局专利检索平台，下载了与该领域相关的中文专利文献共计7597件，并以其题名作为术语抽取的实验文本，前1000条作为测试语料，其余为训练语料。采用的实验工具为CRF++0.58。
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图1 基于CRFs的字角色专利术语识别模型

**2.2 专利术语角色和特征的定义及其标注**

字角色即为观察对象的标注记号，特征是对字序列特征的扩展，字序列与扩展特征共同决定了字所表现出的角色。角色的定义和标注阶段，首先定义角色类型，其次定义特征类型，接着将字序列扩展标注角色序列和特征序列。

（1）字角色空间模型的定义

字角色的作用表现在两方面。首先在语料生成阶段，字序列根据核心词汇库标注字角色。其次在序列标注阶段，一方面将会影响标注模型的生成，另一方面在最后抽取阶段，我们需要根据角色集合映射还原成术语，会直接影响到术语抽取的准确率。最终定义了9种角色，如表1所示。

表1 字角色集合

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **角色(R)** | **说明** | **示例** | **角色(R)** | **说明** | **示例** |
| B | 术语首字 | 如“脱氧剂”之“脱” | S | 单字术语 | 如“铁”、“锰”等 |
| M | 术语中字 | 如“脱氧剂”之“氧” | A | 非术语词中的字 | 如“一种钢水脱氧剂”之“一”“种” |
| E | 术语尾字 | 如“脱氧剂”之“剂” | T | 符号数字串 | 如“GCr15轧辊淬火加工工艺”之“GCr15” |
| P | 术语首字的前一个字 | 如“一种炼钢生产的新型脱氧剂”之“型” | Q | 术语尾字的后一个字 | 如“一种新硅钙钡镁复合脱氧剂及其生产方法”之“及” |

（2）特征的定义

特征的作用在于扩展语境特征，提高测试阶段的准确率，它依赖于特定的语料。笔者通过观察来源语料发现冶金领域文本的一些特点：①冶金术语中包含的化学元素较多，如铝，铁，锰等，并且其中一些为字符，比如化学元素的英文字符Fe,Q235,NbCFe-Mn-Si等。②范畴词较多，例如，工艺、装置、设备、系统等等。③关于温度的词语，例如火，热，冷等出现的频率较高。由此，总结得到的特征定义如表2所示。在表2的示例部分，字序列（Z）中竖向的虚线表示纵向序列组合约束，常用的包括远程上下文信息和局部上下文信息，远程上下文信息指与当前对象具有一定文本距离的对象提供长距离约束。而局部上下文信息是指以当前汉字为中心，向前或（和）向后连续选取一定长度范围作为当前汉字的约束，这个局部连续范围通常称为字长窗口[26]。常用的字长窗口有3字长窗口和5字长窗口。该示例为5字长窗口，后续实验中将详细比较3字长窗口和5字长窗口对结果的影响。横向的虚线为横向序列组合约束。本文在语料中出现的连续阿拉伯数字和连续的英文字母作为一个单字处理。

表2 观察+标注序列标记、取值、描述及示例

|  |  |  |  |
| --- | --- | --- | --- |
| **观察序列** | **取值情况** | **描述** | **示例** |
| 字序列（Z） | 汉字或连续字符串 | 字形特征 | |  |  |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | --- | --- | | **Z** | **X** | **Y** | **K** | **G** | **C** | T | **R** | | 一 | N | Y | Y | X | X | N | A | | 种 | N | N | N | Y | Z | N | P | | 燃 | N | N | Y | X | Z | Y | B | | 气 | N | N | Y | X | U | N | E | | 加 | N | Y | Y | X | Y | Y | B | | 热 | N | Y | Y | X | Z | Y | E | | 大 | N | Y | Y | X | U | N | Q | | 型 | N | N | Y | X | Z | N | A | | 连 | Y | Y | Y | X | Y | N | A | | 续 | N | N | Y | X | Z | N | A | | 式 | N | N | Y | X | Z | N | A | | 网 | N | N | Y | X | U | N | A | | 带 | N | N | Y | X | U | N | P | | 淬 | N | N | Y | Z | Z | Y | B | | 火 | Y | N | Y | X | U | Y | M | | 炉 | N | N | Y | X | Z | Y | E | |
| 姓氏特征  （X） | Y | 姓氏字(505) |
| N | 非姓氏字 |
| 音译特征  （Y） | Y | 音译外来字(566) |
| N | 非音译外来字 |
| 领域特征  （K） | Y | 领域常用字(559) |
| N | 非领域常用字 |
| 级别特征  （G） | X | 一级常用字(2500) |
| Y | 二级常用字(1000) |
| Z | 其他 |
| 分类特征  （C） | X | 指事字(184) |
| Y | 象形字(244) |
| Z | 形声字(3505) |
| U | 会意字(673) |
| V | 其他类型字 |
| 温度特征  （T） | Y | 温度词（76） |
| N | 非温度词 |

（3）字序列、角色序列、扩展序列的生成

角色标注的算法首先将句子拆分为单个字符，并且将连续的字符或数字合并为一个整体。存入二维数组的第一列构成字序列。然后判断句子中是否包含核心词汇，如果包含则标记句子中核心词汇的角色，并且依次映射到字序列。最后标注包含数字或字母的字符串，以及非术语。扩展序列根据标题中的单个字符R是否在相应的语料中，来标注相应的特征符号。

读取标题存为字符串Title

建立二维数组RoleList

Title转为字符数组charList，单个字符为R

While charList != NULL

If 字符正则匹配[a-z1-9].count>0

累加字符S=R++

R在标题中的位置Order

else if Order=Title.indexof(“R”)-1

RoleList[0,index]=S

Replace s with #

RoleList的索引index+1

RoleList[0,index]=R

index+1

else

RoleList[0,index]=R

End while

读取核心词汇DicVocabulary

While DicVocabulary表格不为null

If Title包含DicVocabulary

记录词汇首字在标题中的位置FirOrder

记录词汇的长度为LenthVoc

词汇首字的角色标为B即RoleList[1,FirOrder]=”B”

If LenthVoc==1 then RoleList[1,FirOrder]=”S”

Else if LenthVoc==2 then RoleList[1,FirOrder+1]=”E”

Else 词汇的最后一个字角色标为E，中间标为M

Repalce DicVocabulary with #

End while

If RoleLis[1,index] is null and 正则匹配[a-z1-9].count>0 then 标记为T

Else if RoleLis[1,index] is null

标记为A

图2 角色标注算法

**2.3 特征模板的构建**

特征模板描述了在训练和测试阶段中用到的特征。模板文件中每一行代表一个模板，在每个模板里，特定的宏%x[row,col]用来描述输入数据的片段, Row表示当前片段的相对位置，col则表示列的绝对位置。在表3中特征模板中n为Row，取值为0代表当前位置，-1表示当前字的上一个字，1为当前字的下一个字。而n-gram表示多元特征关系，如1-gram表示1-元关系特征，2-gram表示2-元关系特征。为探讨不同特征组合的识别效果，笔者设置了9个模板。如表3所示，TMPT0，TMPT1，TMPT,2，TMPT3，TMPT4，TMPT5，TMPT6依次扩展特征。TMPT5和TMPT8用于比较3字长窗口与5字长窗口的差别。TMPT4和TMPT7用于探讨上一个字角色对当前字角色的约束对结果的影响程度。

表3 冶金术语角色标注的特征模板

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **模板**  **名称** | **观察**  **特征** | **标注**  **角色** | **n-gram** | **特征模板** |
| TMPT0 | Z | L | 1-gram | Zn, n=-2,-1,0,1,2 |
| 2-gram | Zn-1Zn, n=-1,0,1,2; Zn-2Zn, n=0,1,2; L-1L0 |
| 3-gram | Zn-2Zn-1Zn, n=0,1,2 |
| TMPT1 | ZX | L | 1-gram | Zn, Xn, ZnXn, n=-2,-1,0,1,2 |
| 2-gram | Zn-1Zn, Xn-1Xn, n=-1,0,1,2;Zn-2Zn, Xn-2Xn, n=0,1,2; L-1L0 |
| 3-gram | Zn-2Zn-1Zn,Xn-2Xn-1Xn, n=0,1,2 |
| TMPT2 | ZXY | L | 1-gram | Zn, Xn, Yn, ZnXnYn, n=-2,-1,0,1,2 |
| 2-gram | Zn-1Zn, Xn-1Xn, Yn-1Yn, n=-1,0,1,2; Zn-2Zn, Xn-2Xn, Yn-2Yn, n=0,1,2; L-1L0 |
| 3-gram | Zn-2Zn-1Zn, Xn-2Xn-1Xn, Yn-2Yn-1Yn, n=0,1,2 |
| TMPT3 | ZXYK | L | 1-gram | Zn, Xn, Yn, Kn, ZnXnYnKn, n=-2,-1,0,1,2 |
| 2-gram | Zn-1Zn, Xn-1Xn, Yn-1Yn, Kn-1Kn, n=-1,0,1,2；  Zn-2Zn,Xn-2Xn, Yn-2Yn, Kn-2Kn, n=0,1,2；L-1L0 |
| 3-gram | Zn-2Zn-1Zn, Xn-2Xn-1Xn, Yn-2Yn-1Yn, Kn-2Kn-1Kn, n=0,1,2 |
| TMPT4 | ZXYKG | L | 1-gram | Zn, Xn, Yn, Kn, Gn, Cn, ZnXnYnKnGn, n=-2,-1,0,1,2 |
| 2-gram | Zn-1Zn, Xn-1Xn, Yn-1Yn, Kn-1Kn, Gn-1Gn, n=-1,0,1,2；  Zn-2Zn, Xn-2Xn, Yn-2Yn, Kn-2Kn, Gn-2Gn, n=0,1,2；L-1L0 |
| 3-gram | Zn-2Zn-1Zn,Xn-2Xn-1Xn, Yn-2Yn-1Yn, Kn-2Kn-1Kn, Gn-2Gn-1Gn, n=0,1,2 |
| TMPT5 | ZXYKGC | L | 1-gram | Zn, Xn, Yn, Kn, Gn, Cn, ZnXnYnKnGnCn, n=-2,-1,0,1,2 |
| 2-gram | Zn-1Zn, Xn-1Xn, Yn-1Yn, Kn-1Kn, Gn-1Gn, Cn-1Cn, n=-1,0,1,2；  Zn-2Zn, Xn-2Xn, Yn-2Yn, Kn-2Kn, Gn-2Gn, Cn-2Cn, n=0,1,2；L-1L0 |
| 3-gram | Zn-2Zn-1Zn, Xn-2Xn-1Xn, Yn-2Yn-1Yn, Kn-2Kn-1Kn, Gn-2Gn-1Gn, Cn-2Cn-1Cn, n=0,1,2 |
| TMPT6 | ZXYKGC | L | 1-gram | Zn, Xn, Yn, Kn, Gn, Cn, XnYnKnGnCn, n=-1,0,1 |
| 2-gram | Zn-1Zn, Xn-1Xn, Yn-1Yn, Kn-1Kn, Gn-1Gn, Cn-1Cn, n=0,1；  Zn-2Zn,Xn-2Xn, Yn-2Yn, Kn-2Kn, Gn-2Gn, Cn-2Cn, n=1；L-1L0 |
| 3-gram | Zn-2Zn-1Zn, Xn-2Xn-1Xn, Yn-2Yn-1Yn, Kn-2Kn-1Kn, Gn-2Gn-1Gn, Cn-2Cn-1Cn, n=1 |
| TMPT7 | ZXYKGC | L | 同TMYT5, 仅除去L-1L0 | |
| TMPT8 | ZXYKGCT | L | 1-gram | Zn, Xn, Yn, Kn, Gn, Cn,Tn, ZnXnYnKnGnCnTn, n=-2,-1,0,1,2 |
| 2-gram | Zn-1Zn,Xn-1Xn, Yn-1Yn, Kn-1Kn, Gn-1Gn, Cn-1Cn,Tn-1Tn n=-1,0,1,2 |
| 3-gram | Zn-2Zn-1Zn,Xn-2Xn-1Xn,Yn-2Yn-1Yn,Kn-2Kn-1Kn,Gn-2Gn-1Gn, Cn-2Cn-1Cn,Tn-2Tn-1Tn n=0,1,2 |
| TMPT9 | ZXYKGC | L | 同TMPT5除去Zn-2Zn,Xn-2Xn, Yn-2Yn, Kn-2Kn, Gn-2Gn, Cn-2Cn, n=0,1,2；L-1L0 | |

**3 专利术语字角色标注模型实验分析**

经过实验以后，在抽取阶段，通过字角色空间映射还原成术语。如表1里角色定义的一样，B为术语首字，E为尾字。S为单字术语。那么表2中BE燃气为一个术语，BME淬火炉为一个术语。“种”为术语“燃气”的前一个字，而“大”为术语“加热”的后一个字。本文约定，识别出的正确术语为抽取后的领域集合中的单字术语以及完整非单字术语即以B开头，以E结尾中间为M的术语。识别出的术语为所有单字术语以及以B开头的术语。所有标注的术语为核心词汇库中的术语。本文采用以下指标来衡量实验结果：准确率P，召回率R，F1值，以及单字识别率SP。其中P=识别出的正确术语个数(RN)/识别出的术语个数(STN)×100%、R=识别出的正确术语个数(RN)/所有标注的术语个数(TN) ×100%、 F1=2PR/(P+R)。

**3.1 不同特征模板对比**

根据表3设置的特征模板，得到的结果如表4所示。下面将以此讨论特征模板中不同因素的作用。

表4 不同特征模板的专利术语识别结果

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | **TMPT0** | **TMPT1** | **TMPT2** | **TMPT3** | **TMPT4** | **TMPT5** | **TMPT6** | **TMPT7** | **TMPT8** | **TMPT9** |
| **P** | 93.14% | 92.17% | 92.07% | 92.47% | 93.43% | 93.10% | 93.17% | 91.32% | 93.18% | 93.29% |
| **R** | 92.49% | 92.26% | 92.16% | 92.51% | 93.78% | 93.29% | 93.68% | 91.34% | 93.83% | 93.63% |
| **F1** | 92.81% | 92.22% | 92.12% | 92.49% | 93.61% | 93.19% | 93.43% | 91.33% | 93.51% | 93.46% |
| **SP** | 95.11% | 94.58% | 94.50% | 94.63% | 95.00% | 94.65% | 94.90% | 94.43% | 95.09% | 94.96% |
| **RN** | 3705 | 3696 | 3692 | 3706 | 3757 | 3737 | 3753 | 3659 | 3759 | 3751 |
| **STN** | 3978 | 4010 | 4010 | 4008 | 4021 | 4014 | 4028 | 4007 | 4034 | 4021 |
| **TN** | 4006 | 4006 | 4006 | 4006 | 4006 | 4006 | 4006 | 4006 | 4006 | 4006 |

由于各模板的单字识别率均较高，基本在94.5%以上，比较意义不大，故未在下图中列出。鉴于篇幅限制，文章未列出正确识别数（RN），识别数(STN)，以及标注的所有术语数(TN)随着模板变化的折线图，详细数据可参见表4。

图3不同特征模板的比较结果

(1)特征增加的作用探讨。

TMPT0,TMPT1,TMPT2,TMPT3,TMPT4,TMPT5,TMPT6用于对比特征的增加对实验效果的影响。他们均使用5字长窗口。实验结果如图3所示。在模板零测试时，即只有字序列与角色两列时，所得正确率达到了93.14%，召回率达到了92.49%，这说明字本身占据了主导作用。随着特征的扩展，各指标稍有下降，随后上升，直至模板四增加级别特征后，正确识别出的术语个数多达3757个，正确率达到了93.43%，召回率达到了93.78%，F1值也达到了93.61%，同时单字识别率也达到了最大值95%。这说明合适的特征扩展能够提高识别率，而不相关的特征反而会干扰术语的识别。同时从整体变化趋势看，召回率的变化比准确率的变化大，说明了特征的增加更有利于术语的召回。

(2)纵向、横向的制约作用以及前一角色对当前角色的制约作用。

①TMPT5和TMPT6探讨纵向约束的作用。TMPT5为5字长窗口，而TMPT6为3字长窗口，用于比较5字长窗口和3字长窗口，其比较结果如图4所示，两者结果差异不大，但是总体上模板六的正确率，召回率和F1值略高。这说明字长窗口的增加并不与识别效果成正比，需要视具体语料而定。如果选择不当，在一定程度上会降低识别效果。②TMPT5和TMPT9探讨横向间隔的特征之间的影响。模板九去除了横向间隔特征之间的约束。其结果与模板五差异较小，但整体上各指标比模板五略高，说明间隔特征的约束不一定能提高识别效果。在当前语料中更适宜去除间隔特征的影响。③TMPT5和TMPT7比较前一个字对当前字的制约作用。模板七去除了前一角色对当前角色的约束，结果显示各个指标比模板五明显降低，这说明前一角色对当前角色的约束作用非常重要。

(3)不同特征组合结果的变化

为探讨不同特征的作用，笔者结合上一步的实验结果，重新调整特征模板，使用3字长窗口，同时去除间隔特征的约束，并且保留L-1L0，将有用特征重新组合实验来验证识别效果。①单个特征与字序列组合，探讨较为有用的特征。鉴于篇幅笔者未列出数据表格，仅绘制趋势图，如图4左图所示。整体上看任何特征的增加，召回率均有所提高。而准确率与初始情况对比，有降低现象。从单个增加的特征对比来看，特征G，即级别特征最有利于识别专利术语。其次是C分类特征，而领域特征K、音译特征Y效果相似，姓氏特征X和温度T特征效果最差。②此时笔者选择效果较好特征G，特征C与其它特征组合探讨组合效果。结果如图4中的右图所示。图中将C和T组合效果作为基准对比，然后将效果最佳的G与其它特征组合，结果发现G和C组合并未达到最佳状态，相反G与其它特征组合效果更好，同时G与X组合时召回率达到最大值94.71%，与K组合时准确率达到了最大值94.23%。这说明特征的组合并不与单个特征的效果成正相关。

图4 单个特征比较（图左） 两个特征比较（图右）

**3.2 角色定义增加**

前面的实验中，角色定义均为B、M、E、A、S共5个角色。为探讨角色定义的增加对实验结果的影响，笔者新增了两个角色P、Q，P代表术语首字的前一个字，而Q表示术语尾字的后一个字，详细示例可参见表1。当术语为连续术语时，如表2中的“燃气”和“加热”两个术语，此时术语的后一个字还是术语，优先标注术语，只有当术语的前或后一个字为非术语时，将其标注为P或Q。经过对特征模板的实验筛选，选择改进后的6个模板，以及相同特征组合顺序，测试结果如下图所示，在只有字序列本身时，两者差距较小，随着特征的增加，无P和Q角色的识别效果较好。这说明角色的定义需适当，角色不恰当的增加反而不利于识别。

图5 增加角色P和角色Q后的识别效果

**3.3不同参数对比**

观察以上特征以及角色组合，选择P值，R值，F1值均最高的模板，即由ZTKG组成的模板进行软件边界参数c值，以及特征函数频次阈值f值的调整实验。c用于调节条件随机场模型中的数据欠拟合和过拟合之间的平衡。f用于限制训练数量中出现不少于f次的特征。①由图7可知，当f值为1时，识别效果最好，随着f值的增加，准确率、召回率、F1值均下降。这可能与本文所使用的专利文献语料，特征较少有关。随着f的增加，低频的特征被过滤，导致识别出的正确术语数量减少。②图8中显示，c值的变化对识别效果整体波动不大，从1增大到4时，呈现上升趋势，随后迅速下降，而后又逐渐上升，到c等于9时，各项指标出现最大值。这说明c值的变化对识别效果整体影响不大。

图6 频率参数f值调整（左）拟合参数c值调整（右）

**4 结语**

本文通过定义不同的角色和特征，同时对原始专利术语语料进行序列标注生成学习语料和测试语料，通过CRFs模型抽取术语。其中详细探讨了特征模型、角色和参数三个因素对结果的影响，实验表明：①恰当的扩展特征序列有助于术语识别，否则特征的增加反而不利于术语识别；间隔特征的约束在本文语料中不利于术语识别；二元特征的约束明显有助于术语识别。②角色的增加不一定与识别效果成正比，需要根据具体预料进行调整。③c值变化整体而言对实验结果影响不大，在特征较少的专利文献中，f值为1时识别效果最好。④以不完善的词典词作为原始标引语料的前提下，7595件冶金领域的题名学习和训练时间约85.45s，CRFs在效果最优的角色、特征、以及特征模板的实验中，得到94%以上的准确率和召回率，同时获取到正确的未登录词共70个，例如“预热器”,“卤化物”, “电炉炼钢炉”,“反应剂”,“锻热”,“均热钢”,“模具炉”等等。其准确率高，同时识别出一定数量的未登录词等特点，说明该模型优于HMM等基于规则的识别方法。但文中也存在不可避免的误差因素，例如文中以核心词汇库来代替人工标引的学习语料库节省了标注时间，但会产生语料标注不充分问题。其次该语料为冶金领域专利术语的标题，它相对于正文而言，更为精炼和整齐，使得准确率、召回率、F1值较高。由于测试条件的限制，未能训练更大的样品进行实验。今后的实验可根据以上实验结果直接设置较为有用的特征组合，设置最为有效的特征模板以及参数，进行摘要和正文的实验，同时邀请专家对未登陆词进行判断，争取在最小耗时和最小专家成本下最大限度的识别出更多正确术语。
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