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Apache Oozie is an open source project based on Java™ technology that simplifies the process of creating workflows and managing coordination among jobs. In principle, Oozie offers the ability to combine multiple jobs sequentially into one logical unit of work. One advantage of the Oozie framework is that it is fully integrated with the Apache Hadoop stack and supports Hadoop jobs for Apache MapReduce, Pig, Hive, and Sqoop. In addition, it can be used to schedule jobs specific to a system, such as Java programs. Therefore, using Oozie, Hadoop administrators are able to build complex data transformations that can combine the processing of different individual tasks and even sub-workflows. This ability allows for greater control over complex jobs and makes it easier to repeat those jobs at predetermined periods.

In practice, there are different types of Oozie jobs:

* Oozie Workflow jobs — Represented as directed acyclical graphs to specify a sequence of actions to be executed.
* Oozie Coordinator jobs — Represent Oozie workflow jobs triggered by time and data availability.
* Oozie Bundle— Facilitates packaging multiple coordinator and workflow jobs, and makes it easier to manage the life cycle of those jobs.

## OOZIE WORKFLOW:-

An Oozie workflow is a collection of actions arranged in a directed acyclic graph (DAG). This graph can contain two types of nodes: control nodes and action nodes. *Control nodes*, which are used to define job chronology, provide the rules for beginning and ending a workflow and control the workflow execution path with possible decision points known as fork and join nodes. *Action nodes* are used to trigger the execution of tasks. In particular, an action node can be a MapReduce job, a Pig application, a file system task, or a Java application. (The shell and ssh actions have been deprecated).

Oozie is a native Hadoop stack integration that supports all types of Hadoop jobs and is integrated with the Hadoop stack. In particular, Oozie is responsible for triggering the workflow actions, while the actual execution of the tasks is done using Hadoop MapReduce. Therefore, Oozie becomes able to leverage existing Hadoop machinery for load balancing, fail-over, etc. Oozie detects completion of tasks through callback and polling. When Oozie starts a task, it provides a unique callback HTTP URL to the task, and notifies that URL when it is complete. If the task fails to invoke the callback URL, Oozie can poll the task for completion. Figure 1 illustrates a sample Oozie workflow that combines six action nodes (Pig scrip, MapReduce jobs, Java code, and HDFS task) and five control nodes (Start, Decision control, Fork, Join, and End). Oozie workflows can be also parameterized. When submitting a workflow job, values for the parameters must be provided. If the appropriate parameters are used, several identical workflow jobs can occur concurrently.

Figure 1. Sample Oozie workflow

![Image shows sample Oozie workflow](data:image/png;base64,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)

In practice, it is sometimes necessary to run Oozie workflows on regular time intervals, but in coordination with other conditions, such as the availability of specific data or the completion of any other events or tasks. In these situations, Oozie Coordinator jobs allow the user to model workflow execution triggers in the form of the data, time, or event predicates where the workflow job is started after those predicates get satisfied. The Oozie Coordinator can also manage multiple workflows that are dependent on the outcome of subsequent workflows. The outputs of subsequent workflows become the input to the next workflow. This chain is called a data application pipeline.

Oozie workflow definition language is XML-based and it is called the Hadoop Process Definition Language. Oozie comes with a command-line program for submitting jobs. This command-line program interacts with the Oozie server using REST. To submit or run a job using the Oozie client, give Oozie the full path to your workflow.xml file in HDFS as a parameter to the client. Oozie does not have a notion of global properties. All properties, including the jobtracker and the namenode, must be submitted as part of every job run. Oozie uses an RDBMS for storing state.

## Oozie in action

Use an Oozie workflow to run a recurring job. Oozie workflows are written as an XML file representing a directed acyclic graph. Let's look at the following simple workflow example that chains two MapReduce jobs. The first job performs an initial ingestion of the data and the second job merges data of a given type.

To run oozieworkflows, two files are needed.

1. workflow.xml (stored in HDFS) 🡺It contains the structure of workflow.

2.job.properties(stored in local)🡺It contains the configuration properties.

Benefits of oozie workflow :-

Oozie supports automated starting of oozie workflow process.

Oozie allow to run a series of map-reduce, pig, java & scripts actions a single workflow job.

Oozie supports: mapreduce (java, streaming, pipes), pig, java, filesystem, ssh, sub-workflow.

Oozie supports decision nodes allowing the workflow to make decisions.

Oozie interval job scheduling is time & input-data-dependent based.

The below example show oozie job scheduled to create a hive table.

[acadgild@localhost sbin]$ hadoop fs -mkdir -p /user/oozie/workflows/

17/10/01 19:40:09 WARN util.NativeCodeLoader: Unable to load native-hadoop library for your platform... using builtin-java classes where applicable

[acadgild@localhost sbin]$ hadoop fs -put /home/acadgild/Desktop/workflow.xml /user/oozie/workflows

17/10/01 19:44:04 WARN util.NativeCodeLoader: Unable to load native-hadoop library for your platform... using builtin-java classes where applicable

[acadgild@localhost sbin]$ hadoop fs -put /home/acadgild/Desktop/create\_table.hql /user/oozie/workflows/

17/10/01 19:46:52 WARN util.NativeCodeLoader: Unable to load native-hadoop library for your platform... using builtin-java classes where applicable

[acadgild@localhost sbin]$ hadoop fs -put /home/acadgild/Desktop/job.properties /user/oozie/workflows/

17/10/01 19:51:08 WARN util.NativeCodeLoader: Unable to load native-hadoop library for your platform... using builtin-java classes where applicable

[acadgild@localhost sbin]$ hadoop fs -ls /user/oozie/workflows/

17/10/01 19:54:01 WARN util.NativeCodeLoader: Unable to load native-hadoop library for your platform... using builtin-java classes where applicable

Found 3 items

-rw-r--r-- 1 acadgild supergroup 67 2017-10-01 19:47 /user/oozie/workflows/create\_table.hql

-rw-r--r-- 1 acadgild supergroup 254 2017-10-01 19:51 /user/oozie/workflows/job.properties

-rw-r--r-- 1 acadgild supergroup 805 2017-10-01 19:44 /user/oozie/workflows/workflow.xml

[acadgild@localhost sbin]$ hadoop fs -put /usr/local/hive/conf/hive-site.xml /user/oozie/workflows/

17/10/01 19:57:12 WARN util.NativeCodeLoader: Unable to load native-hadoop library for your platform... using builtin-java classes where applicable

[acadgild@localhost sbin]$ hadoop fs -ls /user/oozie/workflows/

17/10/01 19:59:34 WARN util.NativeCodeLoader: Unable to load native-hadoop library for your platform... using builtin-java classes where applicable

Found 4 items

-rw-r--r-- 1 acadgild supergroup 67 2017-10-01 19:47 /user/oozie/workflows/create\_table.hql

-rw-r--r-- 1 acadgild supergroup 828 2017-10-01 19:58 /user/oozie/workflows/hive-site.xml

-rw-r--r-- 1 acadgild supergroup 254 2017-10-01 19:51 /user/oozie/workflows/job.properties

-rw-r--r-- 1 acadgild supergroup 805 2017-10-01 19:44 /user/oozie/workflows/workflow.xml

[acadgild@localhost sbin]$ sudo oozie job -oozie http://127.0.0.1:11000/oozie -config job.properties -run

[sudo] password for acadgild:

sudo: oozie: command not found

[acadgild@localhost bin]$ jps

3840 Bootstrap

3845 Jps

2950 DataNode

3097 SecondaryNameNode

2858 NameNode

3435 NodeManager

3341 ResourceManager

[acadgild@localhost bin]$ oozie job -oozie http://localhost:11000/oozie -config /home/acadgild/job.properties -run

job: 0000000-171007112144943-oozie-acad-W

[acadgild@localhost bin]$ oozie job -oozie http://localhost:11000/oozie -info 0000000-171007112144943-oozie-acad-W

Job ID : 0000000-171007112144943-oozie-acad-W

------------------------------------------------------------------------------------------------------------------------------------

Workflow Name : DemoOozie

App Path : hdfs://localhost:9000/user/oozie/workflows

Status : FAILED

Run : 0

User : acadgild

Group : -

Created : 2017-10-07 06:09 GMT

Started : 2017-10-07 06:10 GMT

Last Modified : 2017-10-07 06:14 GMT

Ended : 2017-10-07 06:14 GMT

CoordAction ID: -

Actions

------------------------------------------------------------------------------------------------------------------------------------

ID Status Ext ID Ext Status Err Code

------------------------------------------------------------------------------------------------------------------------------------

0000000-171007112144943-oozie-acad-W@:start: OK - OK -

------------------------------------------------------------------------------------------------------------------------------------

0000000-171007112144943-oozie-acad-W@demo-hive FAILED - - EL\_ERROR

------------------------------------------------------------------------------------------------------------------------------------

[acadgild@localhost bin]$

[acadgild@localhost bin]$ oozie job -oozie http://localhost:11000/oozie -config /home/acadgild/job.properties -run

job: 0000001-171007112144943-oozie-acad-W

[acadgild@localhost bin]$ oozie job -oozie http://localhost:11000/oozie -info 0000001-171007112144943-oozie-acad-W

Job ID : 0000001-171007112144943-oozie-acad-W

------------------------------------------------------------------------------------------------------------------------------------

Workflow Name : DemoOozie

App Path : hdfs://localhost:9000/user/oozie/workflows

Status : FAILED

Run : 0

User : acadgild

Group : -

Created : 2017-10-07 10:47 GMT

Started : 2017-10-07 10:47 GMT

Last Modified : 2017-10-07 10:47 GMT

Ended : 2017-10-07 10:47 GMT

CoordAction ID: -

Actions

------------------------------------------------------------------------------------------------------------------------------------

ID Status Ext ID Ext Status Err Code

------------------------------------------------------------------------------------------------------------------------------------

0000001-171007112144943-oozie-acad-W@:start: OK - OK -

------------------------------------------------------------------------------------------------------------------------------------

0000001-171007112144943-oozie-acad-W@demo-hive FAILED - - EL\_ERROR

------------------------------------------------------------------------------------------------------------------------------------

[acadgild@localhost bin]$

**Sqoop Workflow**

The sqoop action runs a Sqoop job.

The workflow job will wait until the Sqoop job completes before continuing to the next action.

To run the Sqoop job, you have to configure the sqoop action with the =job-tracker=, name-node and Sqoop command or arg elements as well as configuration.

A sqoop action can be configured to create or delete HDFS directories before starting the Sqoop job.

Sqoop configuration can be specified with a file, using the job-xml element, and inline, using the configuration elements.

Oozie EL expressions can be used in the inline configuration. Property values specified in the configuration element override values specified in the job-xml file.

Note that Hadoop mapred.job.tracker and fs.default.name properties must not be present in the inline configuration.

As with Hadoop map-reduce jobs, it is possible to add files and archives in order to make them available to the Sqoop job. Refer to the [WorkflowFunctionalSpec#FilesAchives][Adding Files and Archives for the Job] section for more information about this feature.

Syntax:

<workflow-app name="[WF-DEF-NAME]" xmlns="uri:oozie:workflow:0.1">

...

<action name="[NODE-NAME]">

<sqoop xmlns="uri:oozie:sqoop-action:0.2">

<job-tracker>[JOB-TRACKER]</job-tracker>

<name-node>[NAME-NODE]</name-node>

<prepare>

<delete path="[PATH]"/>

...

<mkdir path="[PATH]"/>

...

</prepare>

<configuration>

<property>

<name>[PROPERTY-NAME]</name>

<value>[PROPERTY-VALUE]</value>

</property>

...

</configuration>

<command>[SQOOP-COMMAND]</command>

<arg>[SQOOP-ARGUMENT]</arg>

...

<file>[FILE-PATH]</file>

...

<archive>[FILE-PATH]</archive>

...

</sqoop>

<ok to="[NODE-NAME]"/>

<error to="[NODE-NAME]"/>

</action>

...

</workflow-app>

The prepare element, if present, indicates a list of paths to delete or create before starting the job. Specified paths must start with [hdfs://HOST:PORT](https://oozie.apache.org/docs/4.0.0/hdfs:/HOST:PORT.html) .

The job-xml element, if present, specifies a file containing configuration for the Sqoop job. As of schema 0.3, multiple job-xml elements are allowed in order to specify multiple job.xmlfiles.

The configuration element, if present, contains configuration properties that are passed to the Sqoop job.

**Sqoop command**

The Sqoop command can be specified either using the command element or multiple arg elements.

When using the command element, Oozie will split the command on every space into multiple arguments.

When using the arg elements, Oozie will pass each argument value as an argument to Sqoop.

The arg variant should be used when there are spaces within a single argument.

Consult the Sqoop documentation for a complete list of valid Sqoop commands.

All the above elements can be parameterized (templatized) using EL expressions.

Examples:

Using the command element:

<workflow-app name="sample-wf" xmlns="uri:oozie:workflow:0.1">

...

<action name="myfirsthivejob">

<sqoop xmlns="uri:oozie:sqoop-action:0.2">

<job-traker>foo:8021</job-tracker>

<name-node>bar:8020</name-node>

<prepare>

<delete path="${jobOutput}"/>

</prepare>

<configuration>

<property>

<name>mapred.compress.map.output</name>

<value>true</value>

</property>

</configuration>

<command>import --connect jdbc:hsqldb:file:db.hsqldb --table TT --target-dir hdfs://localhost:8020/user/tucu/foo -m 1</command>

</sqoop>

<ok to="myotherjob"/>

<error to="errorcleanup"/>

</action>

...

</workflow-app>

The same Sqoop action using arg elements:

<workflow-app name="sample-wf" xmlns="uri:oozie:workflow:0.1">

...

<action name="myfirsthivejob">

<sqoop xmlns="uri:oozie:sqoop-action:0.2">

<job-traker>foo:8021</job-tracker>

<name-node>bar:8020</name-node>

<prepare>

<delete path="${jobOutput}"/>

</prepare>

<configuration>

<property>

<name>mapred.compress.map.output</name>

<value>true</value>

</property>

</configuration>

<arg>import</arg>

<arg>--connect</arg>

<arg>jdbc:hsqldb:file:db.hsqldb</arg>

<arg>--table</arg>

<arg>TT</arg>

<arg>--target-dir</arg>

<arg>hdfs://localhost:8020/user/tucu/foo</arg>

<arg>-m</arg>

<arg>1</arg>

</sqoop>

<ok to="myotherjob"/>

<error to="errorcleanup"/>

</action>

...

</workflow-app>

NOTE: The arg elements syntax, while more verbose, allows to have spaces in a single argument, something useful when using free from queries.

**Sqoop Action Counters**

The counters of the map-reduce job run by the Sqoop action are available to be used in the workflow via the [hadoop:counters() EL function](https://oozie.apache.org/docs/4.0.0/WorkflowFunctionalSpec.html#HadoopCountersEL) .

If the Sqoop action run an import all command, the hadoop:counters() EL will return the aggregated counters of all map-reduce jobs run by the Sqoop import all command.

**Sqoop Action Logging**

Sqoop action logs are redirected to the Oozie Launcher map-reduce job task STDOUT/STDERR that runs Sqoop.

From Oozie web-console, from the Sqoop action pop up using the 'Console URL' link, it is possible to navigate to the Oozie Launcher map-reduce job task logs via the Hadoop job-tracker web-console.

The logging level of the Sqoop action can set in the Sqoop action configuration using the property oozie.sqoop.log.level .

The default value is INFO .