**第 1 章 绪论**

智能计算系统是智能时代的核心物质载体。要理解智能计算系统软硬件技术栈， 需要 融会贯通地掌握智能算法、编程框架、智能编程语言、芯片架构等四个方面的知识。读者 要真正理解智能计算系统、掌握相应的能力， 在学习了《智能计算系统》教材中的理论知 识之后，还必须通过实际动手编程点亮智能计算系统知识树。这就是本实践教程的目标。

延续《智能计算系统》教材， 本书仍以风格迁移作为驱动范例， 针对智能算法、编程 框架、智能编程语言、芯片架构中的知识点设计了相应的实验及拓展思考（分阶段实验）。 读者通过实验点亮相应的知识点， 进而将软硬件技术栈贯通起来， 最终就能开发出一个实 际的完成图像风格迁移任务的智能计算系统。在此基础上， 读者还可以开发出来更多其他 的智能计算系统（综合实验），巩固系统能力。

本章首先简单介绍智能计算系统的概念及发展， 然后介绍本书的实验设计， 最后介绍 本书的实验平台。

1.1 智能计算系统简介

人工智能是人制造出来的机器所表现出来的智能。人工智能通常分为两大类： 弱人工 智能和强人工智能。弱人工智能是能够完成某种特定具体任务的人工智能， 而强人工智能 是具备与人类同等智慧或超越人类的人工智能。目前广泛应用于图像识别、语音识别、自 然语言处理、博奕游戏等应用上的深度学习技术， 就属于弱人工智能。本实践教程重点关 注面向弱人工智能的智能计算系统。

一个完整的智能体需要能够从外界获取输入， 并将智能处理结果输出给外界。而人工 智能算法或代码本身并不能构成一个完整的智能体， 必须要在一个具体的物质载体上运行 起来才能作为一个完整的智能体作用于物质世界， 展现出智能。因此， 智能计算系统是人 工智能的物质载体。

传统以通用 CPU 为中心的计算系统的速度和能效难以满足智能应用的需求， 因此现阶 段智能计算系统通常是集成通用 CPU 和深度学习处理器（DLP，Deep Learning Processor） 的硬件异构系统， 同时包括一套面向开发者的智能计算编程环境（包括编程框架和编程语 言），该编程环境可以方便程序员快速便捷地开发高能效的智能应用程序。因此， 智能计算 系统覆盖深度学习算法、编程框架、智能编程语言、深度学习处理器等软硬件技术栈， 如 [图1.1](#bookmark1)所示。

深度学习（多层大规模神经网络） 算法是当前智能计算系统的核心人工智能算法。自 2012 年深度卷积神经网络（Convolutional Neural Network，CNN）——AlexNet 获得 ImageNet 大规模视觉识别比赛冠军， 深度学习得到业界广泛关注。随着数据集和模型规模的快速发 展， 深度学习的识别精度越来越高， 已经广泛用于语音识别、人脸识别、机器翻译等领域， 甚至在围棋和《星际争霸》等游戏中战胜了人类顶级高手， 并形成了图像风格迁移等有意 思的应用。面向不同应用领域， 已经演化出并不断送代出不同种类的新的深度学习算法， 例
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智能编程语言
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**图 1.1 智能计算系统的软硬件技术栈及实验内容**

如用于图像分类的 CNN 网络（如 VGG 、ResNet 等)、用于图像目标检测的 CNN 网络（如 R-CNN 系列、 YOLO 等) 、用于序列信息处理的循环神经网络（Recurrent Neural Network， RNN ) 及长短期记忆网络（Long Short-Term Memory，LSTM)、生成对抗网络（Generative Adversarial Net ，GAN)等。

将种类繁多且快速送代的深度学习算法高效地在多种智能芯片上运行起来， 需要编程 框架的支持。编程框架是智能计算系统中非常关键的核心枢纽， 发挥承上启下的作用。对 于程序员， 编程框架将智能算法中的常用操作（如卷积、池化等) 封装成算子可以被直接 调用， 降低智能应用的开发难度， 提高应用的开发效率； 对于智能芯片， 编程框架将智能 算法拆分出的一系列具体算子分配到智能芯片（或 CPU ) 上运行， 以达到更优的运行性能。 2014 年加州大学伯克利分校发布的深度学习编程框架 Caffe，是出现最早的框架之一， 由 于其易用、稳健、高效的特点， 被广泛用于深度学习的训练和预测。 2015 年底谷歌发布的 编程框架 TensorFlow，支持自动求导、训练好的模型可以部署到不同的硬件/操作系统平台 上， 是目前最受欢迎的框架之一。此后， 出现了 MXNet 、PyTorch 、PaddlePaddle 等编程框 架。今天编程框架的易用性极大地推动了深度学习算法的发展。

智能编程语言是智能计算系统中连接智能编程框架和智能计算硬件的桥梁。由于深度 学习处理器架构与传统通用 CPU 在控制、存储及计算等逻辑上都有较大区别， 传统编程语 言（如 C/C++、Java、Python、汇编语言等) 在面向智能计算系统编程时难以同时满足高开 发效率、高性能和高可移植性的需求， 因此需要有新的高级智能编程语言。为适应人工智 能算法和深度学习处理器的快速演进， 智能编程语言需要对不同规模、不同尺度及不同形 态的智能计算系统进行层次化的硬件架构抽象， 并在此基础上为用户提供简洁统一的编程 接口。例如， 中科院计算所提出了智能编程语言 BANG C Language（BCL)，不仅可以提升 智能算法的开发效率， 还可以利用深度学习处理器的结构特点来有效应对不断演进的深度 学习算法。此外， 面向图像处理的 Halide、面向深度学习的 RELAY/TVM 等领域专用语言， 也对特定领域的应用和硬件进行了一定程序的抽象。

深度学习处理器是智能计算系统的核心， 近年来得到了快速发展。 2013 年， 中科院计 算所和法国的 Inria 共同设计了国际上首个深度学习处理器架构——DianNao，可以灵活、 高效地处理上百层、千万神经元、上亿突触的各种深度学习神经网络(甚至更大） ；且相 对传统通用 CPU，可以取得两个数量级(甚至更高） 的能效优势。随后中科院计算所和法 国 Inria 又设计了国际上首个多核深度学习处理器架构 DaDianNao 和首个机器学习处理器 架构 PUDianNao。进一步， 中科院计算所提出了国际上首个深度学习指令集 Cambricon。中 科院计算所还研制了国际上首款深度学习处理器芯片“寒武纪 1 号”。目前寒武纪系列处理 器已实用近亿台智能手机和服务器中， 推动了深度学习处理器从理论走向实际， 普惠大众。 此外， 近年来， Google、NVIDIA、Intel、IBM、MIT 、Stanford 等公司和研究机构都在引用 计算所的 DianNao 系列论文，开展深度学习处理器方面的研制工作。

得益于深度学习算法、编程框架、智能编程语言、深度学习处理器等方面的技术进步， 智能计算系统已成为计算机的一类主流形态。今天， 大量的超级计算机、数据中心计算机、 智能手机、智能物端等都是以深度学习类应用为核心负载， 因此都在朝智能计算系统方向 演进。例如， IBM 将其研制的 2018 年世界上最快的超级计算机 SUMMIT 称为智能超算。在 SUMMIT 上利用深度学习方法做天气分析的工作甚至获得了 2018 年超算应用最高奖—— Gorden Bell 奖。数据中心计算机利用深度学习做广告推荐、自动翻译、智能在线教育、智慧 医疗等应用， 是典型的智能计算系统。手机更是因其要用深度学习处理大量图像识别、语 音识别、自动翻译等任务， 被广泛看作一种典型的小型智能计算系统。仅集成寒武纪深度 学习处理器的手机就已有近亿台。智能物端包括机器人、自动驾驶、手表、监控等也广泛 使用深度学习进行相关任务的处理。因此， 未来如果人类社会真的进入智能时代， 可能绝 大部分计算机都是智能计算系统。

本实践教程主要面向深度学习的智能计算系统。

1.2 实验设计

结合智能计算系统的软硬件技术栈， 本书设计了如图[1.1](#bookmark2)所示的分阶段实验和综合实 验。其中， 分阶段实验以图像风格迁移作为驱动范例， 通过逐步完成算法实验(第 2-3 章）、 编程框架实验(第 4 章）、智能编程语言实验(第 5 章）、 DLP 运算部件实验(第 6 章） 等， 点亮知识树(如图[1.2](#bookmark3)所示） ，开发出实现图像风格迁移的智能计算系统； 综合实验包括目 标检测、文本检测、自然语言处理等不同应用领域的实验， 巩固对相关知识的系统理解和 掌握， 了解不同应用对智能计算系统的需求， 并开发出相应的智能计算系统， 进阶为智能 计算系统全栈工程师。

针对上述实验， 我们首先介绍实验目标和相关背景知识； 之后介绍相关实验环境(为 了由浅入深地增进读者对智能计算系统地了解， 实验环境包括通用 CPU 平台和深度学习处 理器平台）；接下来通过详细实验步骤引导读者进行实验并给出评估标准； 最后， 在实验思 考部分引导读者进行进阶设计，以加深对智能计算系统的全面理解。

第 2 章介绍如何利用三层全连接神经网络实现手写数字分类的两个实验， 包括在 CPU 平台和 DLP平台上实现手写数字分类， 以帮助读者深入理解神经网络训练及预测原理。其 中， 实验一采用 Python 语言实现神经网络的基本单元， 包括全连接层、激活函数、损失函
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知识点: (图[1.2](#bookmark4)中黄色部分) 全连接神经网络的正向传播、随机梯度下降法、反向传播, 以及设 计优化方法包括网络结构(隐层个数、神经元个数)、激活函数、损失函数等。

智能计算系统全栈工程师

智能计算系统

实验教程

数（涉及知识可参考《智能计算系统》教材第 2.3 节)，该实验有助于理解神经网络中正向 传播和基于随机梯度下降法的反向传播的原理及计算复杂度（涉及知识可参考《智能计算 系统》教材第 2.2 节)。此外， 通过训练一个简单完整的神经网络， 以帮助读者理解隐层个 数、神经元数、激活函数、损失函数和学习率等对网络训练及分类精度的影响。通过对网 络层的作用及层间关系的深入理解， 为后续更复杂的综合实验（如风格迁移等) 奠定基础。 实验二调用 DLP 上 Python 语言封装的深度学习编程库 pycnml，将实验一中神经网络前向 相关的模块移植到 DLP 平台上， 最终在 DLP 平台上实现手写数字分类。通过该实验， 读 者可以对 DLP 编程和处理效率有初步了解。
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第三章深度学 习应用知识点
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第五章智能编 程语言知识点

第四章编程框 架实践知识点

**图 1.2 智能计算系统知识树**

知识点： (图[1.2](#bookmark5)中棕色部分) 卷积神经网络的网络层(包括卷积层、池化层、全连接层、 softmax 层等)及构建,基于 VGG 的图像分类,基于 VGG 的非实时风格迁移算法。

知识点： (图[1.2](#bookmark6)中绿色部分) 编程框架 TensorFlow 的编程模型的基本用法, 基于 TensorFlow 的 图像分类以及实时图像风格迁移预测(即 VGG 网络的前向传播, 包括定义模型计算单元(如卷积 层、池化层)、创建网络模型), 基于 TensorFlow 的实时深度风格迁移训练(即模型训练, 包括定 义损失函数、创建优化器、定义模型训练方法、保存模型),自定义 TensorFlow 算子。

第 3 章介绍深度学习算法相关的三个实验， 包括 CPU 平台、 DLP 平台上的 VGG 图像 分类以及非实时风格迁移等。其中， VGG 是风格迁移应用中用到的深度学习算法， 涉及到 卷积层、池化层、全连接层、softmax 损失函数等(涉及知识可参考《智能计算系统》教材 第 3.1 节)。其中， 实验一是 VGG 图像分类实验， 主要面向如何用 Python 实现 VGG 网络 结构、加载模型参数、模型分类测试， 并分析 VGG 网络的计算量及性能瓶颈， 为风格迁 移实验中使用 VGG 网络计算风格特征相似度做准备。实验二是 DLP平台的图像分类实验， 需要调用 pycnml 库中的相关接口将实验一中的相关模块移植到 DLP 平台上， 最终在 DLP 平台上实现图像分类。实验三是非实时风格迁移实验(对应《智能计算系统》教材第 3.6.1 节) ，利用 VGG 对输入图像进行训练来获得风格化后的图像， 包括如何用 VGG 网络提取 图像特征，如何计算内容/风格损失，如何送代训练来求解风格化图像等。

第 4 章介绍深度学习编程框架相关的四个实验， 包括利用编程框架实现图像分类、利 用图像转换网络预测实现实时风格迁移、图像转换网络的训练、编程框架的 CPU 自定义算 子。其中， 实验一是图像分类实验， 介绍如何利用 TensorFlow 框架实现 CPU 和 DLP两种 平台上的图像分类， 帮助读者熟悉 TensorFlow 的编程模型及基本用法。实验二是实时风格 迁移预测实验， 在实验一的基础上基于 TensorFlow 实现实时风格迁移中图像转换网络的预 测。其中涉及多种网络层的定义、神经网络模型的创建、模型参数的加载、神经网络模型 的计算及输出等。实验三是实时风格迁移训练实验， 基于 TensorFlow 实现图像转换网络的 训练， 包括加载数据并进行预处理、对模型送代训练、实时保存模型结果等。通过与第 3 章使用 Python 语言实现深度学习算法对比， 读者可以体会采用编程框架开发的便利性和高 效性。实验四是 CPU 自定义算子实验， 介绍如何在 TensorFlow 中新增自定义算子， 以解决 原生编程框架不支持特定算子的问题。

第 5 章介绍智能编程语言方面的两个实验， 包括 BCL 算子开发与集成、 BCL 性能优 化。其中， 实验一是 BCL算法开发与集成实验， 介绍如何使用智能编程语言 BCL 定义新 的算子以扩展高性能库算子， 并将其集成到编程框架中， 从而加速实时图像风格迁移。通 过该实验， 可以掌握对高性能库及编程框架进行扩展的能力， 并可以根据特定应用场景需 求自主定义 DLP 算子， 以满足快速演进的智能算法的需求。实验二是 BCL 性能优化实验， 以矩阵乘为例， 介绍如何利用智能编程语言 BCL 来充分利用 DLP 上的计算和存储资源实 现性能优化。通过该实验， 掌握 DLP 平台算法性能瓶颈分析方法、多核流水优化技术， 从 而加深对智能计算系统和智能编程语言的理解和应用。

知识点:(图[1.2](#bookmark8)中橙色部分) 智能计算系统抽象架构(包括计算模型、控制模型、存储模型), 智 能编程模型(包括 kernel 函数、编译器支持和运行时支持), 智能编程语言基础, 面向智能计算设 备的高层接口——智能应用编程接口,功能调试接口及工具,性能调优接口及工具。

知识点: 第 2-6 章实验相关知识点, 以及(图[1.2](#bookmark9)中深蓝色部分) 目标检测(基于 YOLO 网络) , 文本检测(基于 EAST 网络的),自然语言处理(基于 BERT 网络)。

第 6 章\* 以深度学习算法中时间最核心的卷积运算和矩阵运算为例， 介绍如何设计深度 学习处理器运算器， 包括串行内积运算器、并行内积运算器、以及矩阵运算子单元等。其中， 串行、并行内积运算器实验，分别介绍如何使用 verilog HDL(Hardware Description Language， 硬件描述语言) 编写实现深度学习卷积和全连接层中的内积运算， 然后在 Modelsim 仿真环 境下进行仿真。为保证该内积运算器是真正通过具体物理电路实现的， 不仅其内部各模块 是可仿真且可综合成门级网表， 还需要评估内积运算器的性能。在前两个实验基础上， 矩 阵内积运算子单元实验， 介绍如何设计运算单元的整体架构， 如何设计各子模块的功能、接 口和结构， 实现具体的 verilog 代码， 并通过仿真评估矩阵运算单元的性能。第 6 章实验供 有芯片设计基础的同学选做。

知识点: (图[1.2](#bookmark7)中蓝色部分) 算法计算特征和访存特征分析、深度学习运算器设计、编译调试仿 真。

第 7 章综合实验中介绍了目标检测、文本识别和自然语言处理三个不同领域的人工智 能应用。通过将智能算法、编程框架、智能编程语言和深度学习处理器的相关知识点串联 起来， 在智能计算平台上实现应用部署及优化， 从而使读者具备融会贯通的智能计算系统 设计开发能力。其中， 实验一是目标检测实验， 介绍面向 DLP 平台如何实现经典的目标检 测算法——YOLOv3 网络， 并进行性能优化和离线部署， 最终完成在 DLP 平台上的目标检 测应用。实验二是文本检测实验， 介绍面向 DLP平台如何实现文本检测的代表性算法—— EAST 网络，并进行性能优化和离线部署， 最终完成在 DLP 平台上的目标检测应用。实验 三是自然语言处理实验， 介绍如何实现自然语言处理的代表性算法——BERT 网络， 并进 行性能优化和离线部署，最终完成在 DLP 平台上的自然语言处理应用。

标\* 部分属于拓展内容，供读者选做。

1.3 实验平台

为配合相关实验的开展， 我们采用的实验平台包括通用 cPU 平台和智能计算系统平 台。其中智能计算系统平台集成了深度学习处理器硬件，并提供了配套软件开发环境。

1.3.1 硬件平台

本书实验所采用的 DLP 芯片内部集成了 4 个深度学习处理器簇(cluster) ，其中每个 cluster 包括4 个智能处理器核及 1 个存储核。每个智能处理器核包括并行的向量和矩阵运 算单元、神经元存储单元(Neuron RAM，NRAM ) 和权值存储单元(Weight RAM，WRAM )，
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而存储核中则包括共享的片上存储(Shared RAM ，SRAM)。其具体结构如图[6.1](#bookmark10)所示。该 DLP 硬件以 PCIe 加速卡的形式提供给用户使用， 其峰值算力为 128T ，支持包括 INT16、 INT8 、INT4 、FP32 及 FP16 等多种不同的数据类型， 满足多样化的智能处理需要， 兼具通 用性和高性能。
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| **cluster-0 cluster-1 cluster-2**  **cluster-N**   |  |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | --- | | **DLP** 板卡   |  | | --- | | **Global Memory** |   **Last Level cache**   |  |  |  |  |  | | --- | --- | --- | --- | --- | |  |  |  |  |  | |  |  | | --- | | **……** |   **SRAM**  **SRAM**  **SRAM**   |  |  |  | | --- | --- | --- | | Level 2   |  |  | | --- | --- | | Level 3   |  | | --- | | Level 4 | | |  |  |  | | --- | --- | | **core-1** | | | **Registers** | | | **NRAM** | **WRAM** | | **NFUs** | |  |  |  | | --- | --- | | **core-0** | | | **Registers** | | | **NRAM** | **WRAM** | | **NFUs** | |  |  |  | | --- | --- | | **core-2** | | | **Registers** | | | **NRAM** | **WRAM** | | **NFUs** | |  |  |  | | --- | --- | | **core-3** | | | **Registers** | | | **NRAM** | **WRAM** | | **NFUs** | |  |  | | --- | | **SRAM** |   Level 1  **… …**  **… …**  **… …** |

**图 1.3 实验所采用的 DLP 硬件架构**

除了直接在 PC 或者服务器中使用 DLP 硬件进行编程外， 我们同时提供了云平台环 境方便用户使用 DLP 硬件。云平台的基本功能和使用方法参见附录章节 [B](#bookmark11) 或课程网址 <http://novel.ict.ac.cn/aics/>。

1.3.2 软件环境

DLP 硬件的整体软件环境如图[1.4](#bookmark12)所示，大致包括 6 个部分：编程框架、高性能库 CNML、 智能编程语言 BCL 及编译器、运行时库 CNRT 及驱动、开发工具包及领域专用开发包等。 其中， 编程框架包括 TensorFlow 、PYTorch 和 Caffe 等。 DLP 上的高性能库 CNML 提供了 一套高效、通用、可扩展的编程接口， 用于在 DLP 上加速各种智能算法。用户可以直接调 用 CNML 中大量已优化好的算子接口来实现其应用， 也可以根据需求扩展算子。智能编程 语言 BCL 可以用于实现编程框架和高性能库 CNML 中的算子。 DLP 的运行时库 CNRT 提 供了面向设备的用户接口， 用于完成设备管理、内存管理、任务管理等功能。运行时库作 为 DLP软件环境的底层支撑， 其他应用层软件的运行都需要调用 CNRT 接口。除了上述基 本软件模块外， 还提供了多种工具方便用户进行状态监测及性能调优， 如应用级性能剖析 工具、系统级性能监控工具和调试器等。上述具体内容将在后续实验的背景部分介绍。

上层智能应用可以通过两种方式来运行： 在线方式和离线方式。其中， 在线方式直接 用各种编程框架(如 TensorFlow、PYTorch、MXNet 和 Caffe 等) 间接调用高性能库 CNML 及运行时库 CNRT 来运行。离线方式通过直接调用运行时库 CNRT，运行前述过程生成的 特定格式网络模型，减少软件环境的中间开销，提升运行效率。

此外， 为配合相关实验开展， 我们还提供了配套的自动评分实验教学系统。该系统可 以自动对读者完成的各项实验进行评分。
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实验教程

**图 1.4 实验所采用的 DLP 硬件的软件环境**

1.4 本章小结

本章首先简单介绍了智能计算系统的概念。为了帮助读者拥有实际开发智能计算系统 的能力， 本书仍以风格迁移为例， 介绍了深度学习算法、编程框架、智能处理器和智能编 程语言等方面的分阶段实验， 逐步实现风格迁移的智能计算系统开发。最后， 以不同应用 领域的综合实验巩固对智能计算系统软硬件栈的相关知识的系统理解和掌握。

**第 2 章 神经网络设计实验**

神经网络设计是设计复杂深度学习算法/应用的基础， 本章将介绍如何设计一个三层神 经网络模型来实现手写数字分类。首先介绍在 CpU 平台上如何利用高级编程语言 python 搭建神经网络训练和推断框架来实现手写数字分类， 随后介绍如何将前述算法移植到深度 学习处理器 DLp上。由于当前教学使用的 DLp 仅支持推断功能， 因此本书中 DLp 相关实验 [仅实现神经网络的推断功能。完成本章实验， 读者就可以点亮智能计算系统知识树（图1.2](#bookmark13)） 中神经网络算法部分的知识点。

2.1 基于三层神经网络实现手写数字分类

2.1.1 实验目的

掌握神经网络的设计原理， 熟练掌握神经网络的训练和推断方法， 能够使用 python 语 言实现一个三层全连接神经网络模型对手写数字分类的训练和使用。具体包括：

1) 实现三层神经网络模型进行手写数字分类， 建立一个简单而完整的神经网络工程。 通过本实验理解神经网络中基本模块的作用和模块间的关系， 为后续建立更复杂的神经网 络（如风格迁移）奠定基础。

2) 利用高级编程语言 python 实现神经网络基本单元的前向传播（正向传播） 和反向传 播计算， 加深对神经网络中基本单元的理解， 包括全连接层、激活函数、损失函数等基本 单元。

3) 利用高级编程语言 python 实现神经网络训练所使用的梯度下降算法， 加深对神经 网络训练过程的理解。

实验工作量：约 20 行代码，约需 2 个小时。

2.1.2 背景知识

<2.1.2.1> 神经网络的组成

一个完整的神经网络通常由多个基本的网络层堆叠而成。本实验中的三层神经网络由 三个全连接层构成， 在每两个全连接层之间会插入 ReLU 激活函数引入非线性变换， 最后 使用 softmax 层计算交叉嫡损失，如图[2.1](#bookmark14)所示。因此本实验中使用的基本单元包括全连接 层、ReLU 激活函数、 softmax 损失函数， 在本节中将分别进行介绍。更多关于神经网络中 基本单元的介绍详见《智能计算系统》教材 [[1](#bookmark15)] 第 2.3 节。

**全连接层**

全连接层以一维向量作为输入， 输入与权重相乘后再与偏置相加得到输出向量。假设 全连接层的输入为一维向量 **x** ，维度为 *m*；输出为一维向量 **y**，维度为 *n*；权重 **w** 是二维 矩阵， 维度为 *m* \* *n*，偏置 **b** 是一维向量① ,维度为 *n*。前向传播时， 全连接层的输出的计

①偏置可以是一维向量， 计算每个输出使用不同的偏置值； 偏置也可以是一个标量， 计算同一层的输出使用同一个偏置值。

交叉嫡损失

**图 2.1 用于手写数字分类的三层全连接神经网络**

输入图像
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算公式为

**y** = **W** T**x** + **b** (2.1)

在计算全连接层的反向传播时， 给定神经网络损失函数 *L* 对当前全连接层的输出 **y** 的偏导

Δ**Y***L* = ，其维度与全连接层的输出 **y** 相同， 均为 *n*。根据链式法则， 全连接层的权重和

偏置的梯度 Δ**W** *L* = 、Δ**b***L* = 以及损失函数对输入的偏导 Δ**x** *L* = 计算公式分别为：

Δ**W** *L* = **x**Δ**Y** *L*T Δ**b***L* = Δ**Y***L*

Δ**x** *L* = **W**T Δ**Y***L*

L对y的偏导然后转置

此处”不需要加转置

(2.2)

实际应用中通常使用批量随机梯度下降算法进行反向传播计算， 即选择若干个样本同 时计算。假设选择的样本量为 *p*，此时输入变为二维矩阵 **X**，维度为 *p*根*m*，每行代表一个样 本。输出也变为二维矩阵 **Y**，维度为 *p*根*n*。此时全连接层的前向传播计算公式由公式([2.1](#bookmark16))变 为

**Y** = **XW** + **b** (2.3)

其中的 + 代表广播运算，表示偏置 **b** 中的元素会被加到**XW** 的乘积矩阵对应的一行元素中。 权重和偏置的梯度 Δ**W** *L*、Δ**b***L* 以及损失函数对输入的偏导 Δ**x** [*L* 的计算公式由公式(2.2](#bookmark17))变为

Δ**W** *L* = **X**T Δ**Y***L*

Δ**b***L* = **1**Δ**Y***L*

Δ**X***L* = Δ**Y***L* **W**T

(2.4)

其中计算偏置的梯度 Δ**b***L* 时， 为确保维度正确， 用 Δ**Y***L* 与维度为 1 根 *p* 的全 1 向量 **1** 相乘。 **ReLU 激活函数层**

ReLU 激活函数是按元素运算操作， 输出向量 **y** 的维度与输入向量 **x** 的维度相同① 。在 前向传播中， 如果输入 **x** 中的元素小于 0，输出为 0，否则输出等于输入。因此 ReLU 的计

①输入和输出也可以是矩阵，处理方式类似。

算公式为

**y**（*i*) = max（0, **x**（*i*)) (2.5)

其中 **x**（*i*) 和 **y**（*i*) 分别代表 **x** 和 **y** 在位置 *i* 的值。

由于 ReLU 激活函数不包含参数， 在反向传播计算过程中仅需根据损失函数对输出的 偏导 Δ**Y***L* 计算损失函数对输入的偏导 Δ**x** *L*。设 *i* 代表输入 **x** 的某个位置，则损失函数对本 层的第 *i* 个输入的偏导 Δ**x**（i)*L* 的计算公式为

Δ**x**（i) *L* = **{**

**softmax 损失层**

Δ**Y**（i)*L*,

0,

**x**（*i*) > 0

**x**（*i*) < 0

(2.6)
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(2.7)

在前向计算时， 对 softmax 分类概率![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAUCAYAAABf2RdVAAAAuklEQVQokdXQv0rCYRjF8Y8pQlmbRmtLg2PpFA6ubi7dQ9QVeA3dR5DgHbi1uUhCegkKLuIo/hl8fiAv/qamHnh54XCe7zk8/NMp5ugvqOM3b7GFfbznc4YrfKKGW3ylcWU8YoURLrHG9JRSCcouYt6wwX0a18QWvSB9w0VimkRcA9cYpp1EVAcPKKCPZUraYRw9bjA7cwHwjgXuMiElcbzVK+aZUIq/izZ+InJwupWRqngKw0dej7/PAT7sH14UbQGfAAAAAElFTkSuQmCC) 取最大概率对应的类别作为预测的分类类别。 损失层在计算前向传播时还需要根据给定的标记（label，也称为真实值或实际值） **y** 计算 总的损失函数值。在分类任务中， 标记 **y** 通常表示为一个维度为 *k* 的one-hot 向量， 该向量 中对应真实类别的分量值为 1，其他值为 0 。softmax 损失层使用交叉嫡计算损失值， 其损 失值 *L* 的计算公式为

*L* = - ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABMAAAAhCAYAAAA74pBqAAABaUlEQVRIic3WQUsVURTA8d/ke4WJkRKPFlEgSFDQRgO3QrhwacsWEbgT3EXfIL+AfoDERejOwHBRqDtpVaCCgunCQBfRSpEn6uKOqDXzvI8ZyP9qmHPmf++5d+7hJs55hUkcYBkn8qniMWo4ROvfCQmmcITBBqIzKhhLB69lJdzDT2ylz1dxE9/wIC9hAHV8iJDBW3RBS0ZwEx0YxgrWrpDVsY8/eQlt+I4d3I+cYUN60xGnYz/IKvOMXzjGiFD6j0JTE3ZrAbt4WFQG3fiNT2XIYFTYrUdFRa1YxOuiogQTGC8qgjdYKkP0HOtKWKcaVvEiMr8nL1DFHN41Mfj7rJdJGphpQlTF16zAS+HYdDQhGxKO2yWeCI3xWaQkQT/2hFalkgbu4qOw8LORsnahggTbF2V9+CKn9gj+KfN60ag5XmQMncKPXJhbZUgIrWcjJvFGRM4dzJclG8TnsmRPhUtKKdwuS/T/OAXvyDm8vVPWwAAAAABJRU5ErkJggg==)**y**（*i*)ln![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAUCAYAAACwG3xrAAAAt0lEQVQokdXQsUqCURjG8Z8nCTLdrFxdHFrLRWlodYug3VH0CryG7iMw6A7auoBQiC5BwaVZ+mw5H5w+DkJjLxw4PM//fZ/3HP5BHWW0B1ziI9dwg308w6rZwBPOcI7Fn3Y5xgDjeL/AfQqcxvFFzJ5ih24K9fGNOU7wBiEBVvjCNZp45fc/FBihhxqesQ0V4D3mtvCZe80MG3RKIVSABiZYl0Idd7jFMsa8pB0BbVxF8zGXe7B+AFP4HKWkzk78AAAAAElFTkSuQmCC)（*i*) (2.8)

在反向传播的计算过程中， 可直接利用标记数据和损失层的输出计算本层输入的损失。 对于 softmax 损失层，损失函数对输入的偏导 Δ**x** *L* 的计算公式为

Δ**x** *L* = = ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAVCAYAAAB7R6/OAAAAtUlEQVQokd3QP07CQRDF8Q8LMeGPnRJaGgpKxcpY2NrZcAeiJ+AM3IMEE29AZ0dDJEGOgImNsTQizf6SzWY7OyeZ5s17880M/6HqBW2MIbalwA1+Y1/nwxbmOEcXixRxggt8YoUmvvBWpdsxfYirH/CNfoq4wg+mccMLhMSwiYgROljmZx5whwFqeMJHyAzryD3FrvSHR7yjVwkhM7Qwwb4SGrjHLV4j5jlNBJzhMg5nJe7f6ghIyR9eSjtKLgAAAABJRU5ErkJggg==) - **y** (2.9)

由于工程实现中使用批量随机梯度下降算法， 假设选择的样本量为 *p*，softmax 损失层 的输入变为二维矩阵 **X**，维度为 *p* x *k*，**X** 的每个行向量代表一个样本， 则对每个输入计算

e 指数并进行行归一化得到

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAUCAYAAABf2RdVAAAAwUlEQVQokdXQsUpCcRQG8N+91tIi2CDk0KAOTkYJLQ0OSnv0MILPoc8gPoO42OwD2KDYC0S0RKANHukS905OHfjD4fvO//vOd/inVcrBeqhhW/TpDnvs0CoamuIK15gcwQRV3EQPb3hFFyk+4AKjsJijEuQTNrg/KjbwhXXGeoAHOAtgjSU68ZII8MLvCfa4xCM+I+UwL1kb33hHM0ukmb4eyotIlzvUj11meTZwjlXY3f4lU4frjsMuwTPKRWqn1Q92Fx4a9n2BGAAAAABJRU5ErkJggg==)（*i*, *j*) = ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAAvCAYAAADTuPtCAAABU0lEQVRIie3UO0scURjG8d+6K6iEYGEUQSsJaCxsTMQLgmAt6BeQWFikspCk0M7CUvADWFgnAS+VjYIIooKN2NiJjcgWgkXASyxmBRnnuo0I/mGYmfM+zzzvOZwzvPOGKeADFDMaavETrVhEuSaDqYjfuMA6mlHOkjaNY/RjBeNZTDU4wiq+hQtpxkbs4KDy3vPUfxIPFc0CPqEDe/iXpV1oQn1W8Ttvh0LlXifYVi34E9K0YwzDOIz6SDeuMBRRm8NgUgc/cBIx/hm9ScYiNrCUJIqjDecYqcY8gdMkQdxBLmM/b1o7NvExj6kea+iMqHXFmQpYFswvTBHzzwdKz56/4xp/Q6YSpvAlKq0PN7iLuO7xX/BPfZFYxmjcHCpcptRfkUn8qsZYSpe8ZECwkrHE7dVb7FZjHMVWal8RbONrHkMBDThLE4ZXblZwrGbypOXiEdDPMzTBCVtAAAAAAElFTkSuQmCC)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAAlCAYAAACd4bMaAAABV0lEQVRIie3VPUscURjF8d+6LCGisLgbX2CbkEoQFAKCqI1VSCFY+AFs7AJaJW20MV8ikDQ2qYIgapMmjQhpYiHpgiIiKFhIJCRYzB29O+zsTkhjsf9mzn3ufe5zZlnO8B+UIj2EJ0Gfh706vofaAGr40eqiGvZwES6Zw2bYe4y16Ow7zGcvmMdvLGI1qm9gJlpXWk3vxUlwEHMW6SUcQU/m0Ah+YjRTH4x0FbvZqU+xgtlgPX6ny0jv4GXcOI1DTOA5fuEbxsL+h8jNMV5lJ7ejgddBP0qL5YLNV7hBv+Yfr0uXh0qp85HcbDstMiAv24aLOszLtkK0zLZshqWU0Bet87KtiQreBHvbeKFNtsWTy/gkyajPksRsYAtfcI0/eOs+2+5YloTeFN5joZ3FmB4c4CMm/6UpfVaDvf2wHu/UnKbn36DXJX+EZ/gqye/C1CVfxC453ALf8DqDy11LygAAAABJRU5ErkJggg==)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAQAAAAYCAYAAADd5VyeAAAAaUlEQVQYldXLsRGCQBSE4U8ZAwMSDLECarAvcyMaoBZbMLABSmCGwCEjAZJ7M5dcAW60u/8uBb0xQJWKD2p8Y9GWrn+kU+Yb3CJc8cqXPR75bcrpBXuEMzb8oqgS7TBiDnDHMxawYEV9AMJLDd5wOyhmAAAAAElFTkSuQmCC)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAQAAAAdCAYAAACNKM0tAAAAZElEQVQYle3MIQ7CUBRE0dN+RA0Wgy++SdfAElhZ14IiWNKwDRZQ27QJ5r/kSRbAdTO5M3DAoNJiwwlXiYJHGLDX6dgma0Gfiw6fCA2ecQYXrJjVs5s/v3PHFKHghSPeUZ6z/gUvNAumTPPQugAAAABJRU5ErkJggg==)j)

(2.10)

其中 **X**（*i*, *j*) 代表 **X** 中对应第 *i* 样本 *j* 位置的值。当**X**（*i*, *j*) 数值较大时，求 e 指数可能会出 现数值上溢的问题。因此在实际工程实现时， 为确保数值稳定性， 会在求 e 指数前先进行 减最大值处理，此时 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAVCAYAAAB/sn/zAAAAxElEQVQokeXPvUpDQRAF4M8ERSzSRK0i6YykUgsRxJAqRfrkSSzsbX2CvIBgZ53GKuQJ1E4rSZ9CUPPTzMIlsLeyc2DYmTln9pzhP0Y1Mx+ijZey5WusIq9ypD084ACHeEzAFo7QiRo+MMUgrM3xlHzeYYln7MbCBd5xWpRs4AuzwuwG3dRU4v3EBPsBnmMnFCRZcWENffzgDLe5i1v4DvMnm2ClUB+HwhRvZcRe9OOcJGzjFb+4zJGaGGEReY962a9/E2vLRx/92CIlHQAAAABJRU5ErkJggg==)（*i*, *j*) 的计算公式变为
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其中每行是一个 one-hot 向量，对应一个样本的标记。则计算损失值的公式([2.8](#bookmark18))变为

*L* = - ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACAAAAAmCAYAAAClI5npAAACaUlEQVRYhc3XS6iNURQH8N9xH1wiiutxvQtFkTwyII+kiIlnkjAyEAMlExMGTEiJAQNFBmLi/cgjkQEG8pbkkRAhGZCb12B/X53c75y7z3Huuf6Ts/daa6///3x7f3utj5aowdQMe1UwFifxuL0EwPJqCuiQYftRLfJCAqqK2n9YuwwH8Q038LtIbB1GoBHf0VAs8VJxZyCHQ8KWzYmIr8U2QXBjJQRATzzHi2TcGupxC/1TQ9YZKOVcfMBqNGFHRHwzjiRCMjEGx/EFCyNF5LBT2IoFEfETMCQydzS64A5eo0+lk8diPL4KjzgaNRUU8Aa/sAbPcLeCuaNRjyt4h4HtIQCG4ZNQ1FpFLvndjikFYj6Ku2jysQ5bhLfqZYyA4ehRIKYZt0sgb8A57MeBEtZVBDnswe5qE6dYhavtRT4BTzCoPcgb8RAzI+PHVZK8DmewsYQ1Wws5OqJ3Mu4XkSiXJDtaAnkdLqeT/I5oOI4JN9kLTMToxF4I8zFXaW38PAzOctTgETYl8574mQjJwkihGRkdSZzDdLzHg9SY/wT6CnV6fzLvJfR5bzOSdcdh4fCdiBTQVbjscvJux3wBk3FTqGqwGKfwKiPZJFySt5cl4lmWcR82J+Mm3MOAMgmikfZ/tZgm1PMZWC8UoKx/3yYYgs/CK9i1zBzbsKiIf1mxxStxvUziFB1b8XfKMnYQ9nmJ0EQMLpN8Be4X8U8UPkhaoFbY59llEqfohvNF/D9wLctRqY/TOThbxD8TF9tSwCjh4zPFaezNm8/ChQpxZaLzX/OhWJuMG/C0LcmzkLbkG7BLKED/J/4Aa99j/xKE2v4AAAAASUVORK5CYII=) **Y**（*i*，*j*, ln ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAUCAYAAABf2RdVAAAAwUlEQVQokdXQMU5CURAF0AMGYyxsACuJnRoroTAkRGNFYY8roaCnZQVuwMQt2FgZVgB0WBl7ChIEoZlvfvF+ReUkk8ybe9+dO8M/jYNE7wnXmBR9usM2spMiHOMFdZziNQNKaOA+avjEGL2ws8h8DfGLdxwF+RZz3GSKZ1jiOze+jwcoR+MLH6gF0MJhKP+dYIsTPOIHTQxS211iFUav8kA5V1+E8hizIlI33m+pMVDBFGu0U4RzPGMTOUK1SG2/2AFEYx9M++ZJOgAAAABJRU5ErkJggg==)（*i*，*j*, (2.12)

其中损失值是所有样本的平均损失，因此对样本数量 *p* 取平均。

在反向传播时，当选择的样本量为 *p* 时，损失函数对输入的偏导 Δ**X***L* 的计算公式([2.9](#bookmark19))变 为：

Δ**X***L* = ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAhCAYAAAALboFLAAAA4ElEQVQ4jc3TsUoDQRCA4S/mwMouIGgC2ghpDGmshJgUFtYSq7yEtaUPpJje1PaSlEJAsBGxsohisXvJ5TjPFEL8q53lX2Zmd5ZlqugooY07TMokGBRJG7l4VnQyLxWyZunXQy3c4h3nq2T491Rwim6Jc53gQ2j7J77+sqq1sontuN5JNysZ4QA3GOEJRziM+3OqGOMqxjV8RnlOXbjYNE1T+D2N7CQe4wHPMe5jiGmSkXq4j+tdYTrPWMx0ghPhnXq4jMI0W88+3mL7W3Kk6Tp4xEteSNM1cIFX7BVJK/ENoCwgGiP07N8AAAAASUVORK5CYII=)（![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAUCAYAAABf2RdVAAAAwUlEQVQokd3QPU5CURAF4A8IxljY8FNp6NBYIYUhIRgrC3tYCQW9rStgAyRswcbKvBUInVaGnoLEP2zmmVfctwEnmWTunHPPnBn+c9QSvQku8FL2aYR95DBFOMICLbSxzIEKTnEdNbwhwzjsbHNf9/jBEw6DfIVX9HLFE+ywKYyf4gaq0XjHM5oB9HEQyn8n2OMYd/jEJWap7c7wEUbPi0C1UHdDOcO6jHQb78fUGKhjhS8MUoQO5viOfECjTK00fgG+QR9M6UwZrwAAAABJRU5ErkJggg==) - **Y**, (2.13)

类似地，损失 Δ**X***L* 是所有样本的平均损失，因此对样本数量 *p* 取平均。

<2.1.2.2> 神经网络训练

神经网络训练通过调整网络层的参数来使神经网络计算出来的结果与真实结果(标记) 尽量接近。神经网络训练通常使用随机梯度下降算法， 通过不断的送代计算每层参数的梯 度， 利用梯度对每层参数进行更新。具体而言， 给定当前送代的训练样本(包含输入数据 及标记信息)，首先进行神经网络的前向传播处理， 输入数据和权重相乘再经过激活函数计 算出隐层， 隐层与下一层的权重相乘再经过激活函数得到下一个隐层， 通过逐层送代计算 出神经网络的输出结果。随后利用输出结果和标记信息计算出损失函数值。然后进行神经 网络的反向传播处理， 从损失函数开始逆序逐层计算损失函数对权重和偏置的偏导(即梯 度)，最后利用梯度对相应的参数进行更新。更新参数 **w** 的计算公式为

**w** — **w** - ηΔ**W** *L* (2.14)

其中， Δ**W** *L* 为参数的梯度， η 是学习率。
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**图 2.2 两层神经网络示例**

下面以图[2.2](#bookmark20)[中的两层神经网络为例， 介绍神经网络训练的具体过程。图2.2](#bookmark21)中的网络由

两个全连接层及 softmax 损失层组成① ,其中第一个全连接层的权重为 **w**（1, ，偏置为 **b**（1,，

① 本实验中实现的三层神经网络与这个例子非常类似， 即在这个例子基础上再添加一层全连接层和一层 ReLU 层即可， 网 络训练的过程也与这个例子完全一致

第二个全连接层的权重为 **w**（2,，偏置为 **b**（2,。假设某次送代的网络输入为 **X**，对应的标记为 **y** 。该神经网络前向传播的逐层计算公式依次是

**h** = **w**（1,T**X** + **b**（1,

**z** = **w**（2,T**h** + **b**（2,

其中 **h**，**z** 分别是第一、第二层全连接层的输出。 softmax 损失层的损失值 *L* 为：

|  |  |
| --- | --- |
| （*i*, =  *L* = - | *e***z**（i,  **：***e***z**（i,  i  **：**i**y**（*i*, ln （*i*, |

反向传播的逐层计算公式为

Δ**z** *L* = ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAVCAYAAACUhcTwAAAAuUlEQVQokd3QO2pCURSF4S9XEXx1SUhrk8LSRxUs0qZLkzkEMwLH4DwEA87Azs5GElCHkIBNSBlibHbgcrh2Vm7YzTprr39xOOcpFWhPaGN97GiAv9i7IkMNE1zhGtMUV0EHX1iiim9s8in1SNkHZogftFJcH78YRdLi/yHLmd4D10MD87STQD3gFhd4xS5N2mMVPZrYFn0BvOATN3kxS0w1POMjL5bxiHu8BXKWxme4RDcM42M9TjMHvDEfXuZjqdMAAAAASUVORK5CYII=) - **y**

Δ**w**（2, *L* = **h** Δ**z** *L*T

Δ**b**（2, *L* = Δ**z** *L*

Δ**h***L* = **w**（2,T Δ**z** *L*

Δ**w**（1, *L* = *x* Δ**h** *L*T

Δ**b**（1, *L* = Δ**h***L*

Δ**x** *L* = **w**（1,TΔ**h***L*

(2.15)

(2.16)

(2.17)

其中 Δ**z** *L*、Δ**h***L*、Δ**x** *L* 分别是损失函数对 softmax 层、第二层、第一层的偏导， Δ**w**（2, *L*、Δ**b**（2, *L*、 Δ**w**（1, *L* 、Δ**b**（1, *L* 分别是第二层和第一层的权重和偏置梯度， η 为学习率。更新两个全连接层

的权重和偏置的计算为

**w**（1, — **w**（1, - ηΔ**w**（1, *L*

(2.18)

**b**（1, — **b**（1, - ηΔ**b**（1, *L*

**w**（2, — **w**（2, - ηΔ**w**（2, *L*

**b**（2, — **b**（2, - ηΔ**b**（2, *L*

神经网络训练相关的详细介绍可以参见《智能计算系统》教材第 2.2 节。

<2.1.2.3> 精度评估

在图像分类任务中， 通常使用测试集的平均分类正确率来判断分类结果的精度。假设 共有 *N* 个图像样本（MNIsT手写数据集中共包含 10000 张测试图像， 此时 *N* = 10000），**p**i 为神经网络输出的第 *i* 张图像的推断结果， **p**i 为一个向量， 取其中最大分量对应的类别作 为推断类别。假设第 *i* 张图像的标记为 yi ，即第 *i* 张图像属于类别 yi ，则计算平均分类正确 率 *R* 的公式为

*R* = ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAAeCAYAAAAYa/93AAAA+UlEQVQ4jd3TvyuFURzH8dfjPt3FYrBIpptFSqRkuBmUkklZKWXzrxgMBmaTUVIUA9kspGSllEGKxUAyPPfW6bnn1HMNis9yOp9z3t/vp/ODuGqYSax1aBwHuKsKwHIK6EkAn6lKKSCpPwR0VWgM+3jDUrcJ/qUyjGKx4v6bXPH26xWB/CepflkNXOKq5E/jCVNlIMMuvtAsFdqi81X24hWHWA/8Jo5jkeawgnm8Y6jl77Q3lDvM4gwneMCq4o7yGJBjEPf4wDbWMInrWJxhbATzfsUnOsdIrMMCLoL5M/YwgNu2WWuNE9jEC04D6FFxckexSDFl6AuNbyuAJI67OIYSAAAAAElFTkSuQmCC) ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABMAAAAqCAYAAABRJWCpAAAB+klEQVRIidXWvWsUQRjH8c+anBhjQhIkWIgBXxBUbHzhGgtRU6SwiKVFEOwEO9F/wOQf0FoUC1FsFBWViIqFYqX4AgomFgpaBFFMNJFoMXuwubvd27s9RH8w7Lx+53l2Zp4Z0tWLG7ibqBvFubQByzJg3/AWG1BOTDDRCqwb33EK43HfIbxpBVbGY1zFIA5gPqN/pk4n8gfxFXtbAW3Da2yMyx242apV9dTVTtjfVRR/D+MC5vAEvzPGlLBZWOGf6rgf4SJ+YSSHEZ3C5p2LoTVajSlMx/lGWo6nWJvWYRgLOJ8DBiewvlLoqGp8h34cxUthr2VpAbP4ktahG8/wAWtyWpipnfGMl5sZVO1mRR+xiGOC688LmSas1n18wrqiMNiEGVxvBwyOC6s1VBTUhQcYKwqKcBZnioLgCB62A7RLuDgK/6dBvML+nP13pDWUhFh/sonJx+tVRnHDlSZAJdyr13BIODb9TcBGheO2RFuEwLg9JyQS7tDPQqhCCL99uCT8+Gs5YT2CBxHeJ2FlTErxPYdq3Pz3VB0cJzAgbNo09Qh37G5LH4I1sEcaR9V5YbH6qmHJ99kYXiTqJ4WbvZJmG0yiM5Hvxe04v4h9jQZXK2nZCG4l6u/gRyLNNAPbKjxIKpYNY0UiDcRtq7BHeBCmHr2VjWb+f/UHp09aXNqmoBEAAAAASUVORK5CYII=) **1**（argmax（**p**i, = yi, (2.19)

其中 **1**（argmax（*p*i, = yi, 表示当 **p**i 中的最大分量对应的类别编号与 yi 相等时值为 1，否则 值为 0。

2.1.3 实验环境

硬件环境： CpU。

软件环境： python 编译环境及相关的扩展库， 包括 python 2.7.12，pillow 6.0.0 ，Scipy 0.19.0，Numpy 1.16.0 (本实验不需使用 TensorFlow 等深度学习框架)。

数据集： MNIST 手写数字库 [[2](#bookmark22)] 。该数据集包含一个训练集和一个测试集， 其中训练集 有 60000 个样本， 测试集有 10000 个样本。每个样本都由灰度图像(即单通道图像) 及其 标记组成， 图像大小为 28 \* 28。MNIST 数据集包含 4 个文件， 分别是训练集图像、训练集 [标记、测试集图像、测试集标记。下载地址为http://yann.lecun.com/exdb/mnist/](http://yann.lecun.com/exdb/mnist/)。

2.1.4 实验内容

设计一个三层神经网络实现手写数字图像分类。该网络包含两个隐层和一个输出层， 其中输入神经元个数由输入数据维度决定， 输出层的神经元个数由数据集包含的类别决定， 两个隐层的神经元个数可以作为超参数自行设置。对于手写数字图像的分类问题， 输入数 据为手写数字图像， 原始图像一般可表示为二维矩阵(灰度图像) 或三维矩阵(彩色图像)， 在输入神经网络前会将图像矩阵调整为一维向量作为输入。待分类的类别数一般是提前预 设的，如手写数字包含 0 至 9 共 10 个类别，则神经网络的输出神经元个数为 10。

为了便于送代开发， 工程实现时采用模块化的方式来实现整个神经网络的处理。目前 绝大多数神经网络的工程实现通常划分为 5 大模块：

1) 数据加载模块： 从文件中读取数据， 并进行预处理， 其中预处理包括归一化、维度 变换等处理。如果需要人为对数据进行随机数据扩增， 则数据扩增处理也在数据加载模块 中实现。

2) 基本单元模块： 实现神经网络中不同类型的网络层的定义、前向传播计算、反向传 播计算等功能。

3) 网络结构模块：利用基本单元模块建立一个完整的神经网络。

4) 网络训练(training) 模块： 该模块实现用训练集进行神经网络训练的功能。在已建 立的神经网络结构基础上， 实现神经网络的前向传播、神经网络的反向传播、对神经网络 进行参数更新、保存神经网络参数等基本操作，以及训练函数主体。

5) 网络推断(inference) 模块： 该模块实现使用训练得到的网络模型， 对测试样本进行 预测的过程① 。具体实现的操作包括训练得到的模型参数的加载、神经网络的前向传播等。

本实验即采用上述较为细致的模块划分方式。需要说明的是， 目前有些开源的神经网 络工程可能采用较粗的模块划分方式， 例如将基本单元模块与网络结构模块合并， 或将网 络训练模块与网络推断模块合并。在某些特殊的应用场景下， 神经网络工程还可能不需要 包含所有模块， 例如仅实现推断过程的工程中通常不包含训练模块(如实验[3.1](#bookmark23)) ，非实时

风格迁移工程中不包含推断模块(如实验[3.3](#bookmark24))。

①在不同文献中可能被称为测试、推断或预测。

2.1.5 实验步骤

本节介绍如何实现本实验涉及的各个模块， 以及如何搭建和调用各个模块来实现手写 数字图像分类。

<2.1.5.1> 数据加载模块

本实验采用的数据集是 MNIST 手写数字库 [[2](#bookmark25)] 。该数据集中的图像数据和标记数据采 [用表2.1](#bookmark26)中的 IDX 文件格式存放。图像的像素值按行优先顺序存放， 取值范围为 [0,255]，其 中 0 表示黑色， 255 表示白色。

**表 2.1 MNIST 数据集 IDX 文件格式** [**[2**](#bookmark27)**]**

|  |  |  |  |
| --- | --- | --- | --- |
| 图像文件格式 | | | |
| 字节偏移 | 数据类型 | 值 | 描述 |
| 0000 | int32（32 位有符 号整型） | 0x00000803(2051) | magic number（魔数） ：表示像素的数据类型以及像 素数据的维度信息， MSB （大尾端） |
| 0004 | int32 | 60000 （训练集） 10000 （测试集） | 图像数量 |
| 0008 | int32 | 28 | 图像行数，即图像高度 |
| 0012 | int32 | 28 | 图像列数，即图像宽度 |
| 0016 | uint8（8 位无符号 整型） | ?? | 像素值 |
| 0017 | uint8 | ?? | 像素值 |
| ........ |  |  |  |
| xxxx | uint8 | ?? | 像素值 |
| 标记文件格式 | | | |
| 字节偏移 | 数据类型 | 值 | 描述 |
| 0000 | int32 | 0x00000801(2049) | magic number |
| 0004 | int32 | 60000 （训练集） 10000 （测试集） | 标记数量 |
| 0008 | uint8 | ?? | 像素值 |
| 0009 | uint8 | ?? | 像素值 |
| ........ |  |  |  |
| xxxx | uint8 | ?? | 像素值 |

首先编写读取 MNIST 数据集文件并预处理的子函数， 程序示例如图[2.3](#bookmark28)所示。然后调 用该子函数对 MNIST 数据集中的 4 个文件分别进行读取和预处理， 并将处理过的训练和 测试数据存储在 Numpy 矩阵中（训练模型时可以快速读取该矩阵中的数据），实现该功能 的程序示例如图[2.4](#bookmark29)所示。

<2.1.5.2> 基本单元模块

本实验采用图[2.1](#bookmark30)中的三层神经网络， 主体是三个全连接层。在前两个全连接层之后使 用 ReLU激活函数层引入非线性变换， 在神经网络的最后添加 Softmax 层计算交叉嫡损失。 因此， 本实验中需要实现的基本单元模块包括全连接层、 ReLU 激活函数层和 Softmax 损失 层。

在神经网络实现中， 通常同类型的层用一个类来定义， 多个同类型的层用类的实例来
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|  |
| --- |
| # file: mnist一mlp一cpu.py  def load一m n ist ( s e lf , fil e一 di r , i s一im a g e s = , True , ) :  bi n一 fil e = open ( fil e一 di r , , rb , )  bin一d at a = bi n一 fil e . r e a d ( )  bi n一 fil e . c l o s e ( )  if is一images : # 读 取 图 像 数 据  fm t一header = ,> iiii ,  magic , num一images , num一rows , num一cols = s t r u c t . unpack一from ( fm t一header , bin一d at a , 0)  else : # 读 取 标 记 数 据  fm t一header = ,> ii ,  magic , num一images = s t r u c t . unpack一from ( fm t一header , bin一d at a , 0)  num一rows , num一cols = 1 , 1  dat a一 s i z e = num一images \* num一rows \* num一cols  mat一data = s t r u c t . unpack一from ( ,> , + str ( d a t a一 s i z e ) + ,B , , bin一d at a , s t r u c t . c a l c s i z e (  fm t一header ) )  mat一data = np . r e sh ap e ( mat一data , [ num一images , num一rows \* num一cols ] )  return mat一data |

**图 2.3 MNIST 数据集文件的读取和预处理**

|  |
| --- |
| # file: mnist一mlp一cpu.py  def load一data ( s e lf ) :  # TODO: 调用函数 load一mnist 读取和预处理 MNIST 中训练数据和测试数据的图像和标记  train一imag es = s e lf . l o a d一m n i st ( os . p ath . j o i n (MNIST一DIR , TRAIN一DATA) , True )  tr a i n一 l a b e l s =  test一ima g es =  test一 labels =  self . t r a i n一 d a t a = np . append ( tr a in一im a g e s , t r a i n一 l a b e l s , a x i s = 1)  self . t e s t一 d a t a = np . append ( t e st一im a g e s , t e s t一 l a b e l s , a x i s = 1) |

**图 2.4 MNIST 子数据集的读取和预处理**

实现， 层中的计算用类的成员函数来定义。类的成员函数通常包括层的初始化、参数的初 始化、前向传播计算、反向传播计算、参数的更新、参数的加载和保存等。其中层的初始化 函数一般会根据实例化层时的输入系数确定该层的超参数， 例如该层的输入神经元数量和 输出神经元数量等。参数的初始化函数会对该层的参数（如全连接层中的权重和偏置） 分 配存储空间， 并填充初始值。前向传播函数利用前一层的输出作为本层的输入， 计算本层 的输出结果。反向传播函数根据链式法则逆序逐层计算损失函数对权重和偏置的梯度。参 数的更新函数利用反向传播函数计算的梯度对本层的参数进行更新。参数的加载函数从给 定的文件中加载参数的值， 参数的保存函数将当前层参数的值保存到指定的文件中。有些 层（如激活函数层） 可能没有参数， 就不需要定义参数的初始化、更新、加载和保存函数。 有些层（如激活函数层和损失函数层） 的输出维度由输入维度决定， 不需要人工设定， 因 此不需要层的初始化函数。

以下是全连接层、 ReLU 激活函数层和 softmax 损失层的具体实现步骤。

**全连接层**：程序示例如图[2.5](#bookmark31)所示，定义了以下成员函数：

. 层的初始化： 需要确定该全连接层的输入神经元个数（即输入二维矩阵中每个行向 量的维度）和输出神经元个数（即输出二维矩阵中每个行向量的维度）。

. 参数初始化： 全连接层的参数包括权重和偏置。根据输入向量的维度 *m* 和输出向量 的维度 *n* 可以确定权重 **w** 的维度为 *m* 根 *n*，偏置 **b** 的维度为 *n*。在对权重和偏置进行初始 化时，通常利用高斯随机数初始化权重的值，而将偏置的所有值初始化为 0。

. 前向传播计算： 全连接层的前向传播计算公式为([2.3](#bookmark32))，可以通过输入矩阵与权重矩 阵相乘再与偏置相加实现。

. 反向传播计算： 全连接层的反向传播计算公式为([2.4](#bookmark33))。给定损失函数对本层输出的 偏导 Δ**Y***L*，利用矩阵相乘计算权重和偏置的梯度 Δ**W** *L* 、Δ**b***L* 以及损失函数对本层输入的偏 导 Δ**x** *L* 。

. 参数更新：给定学习率 η ,利用反向传播计算得到的权重梯度 Δ**W** *L* 和偏置梯度 Δ**b***L* 对本层的权重 **w** 和偏置 **b** 进行更新：

**w** — **w** - ηΔ**W** *L*

**b** — **b** - ηΔ**b***L*

(2.20)

(2.21)

. 参数加载：从该函数的输入中读取本层的权重 **w** 和偏置 **b**。

. 参数保存：返回本层当前的权重 **w** 和偏置 **b**。

**ReLU 激活函数层**：不包含参数， 因此实现中没有参数初始化、参数更新、参数的加载 和保存相关的函数。 ReLU 层的程序示例如图[2.6](#bookmark34)所示，定义了以下成员函数：

. [前向传播计算： 根据公式(2.5](#bookmark35))可以计算 ReLU层前向传播的结果。在工程实现中， 可 以对整个输入矩阵使用 maximum 函数， maximum 函数会进行广播， 计算输入矩阵的每个 元素与 0 的最大值。

. 反向传播计算： 根据公式([2.6](#bookmark36))可以计算损失函数对输入的偏导。在工程实现中， 可以 获取 *x*（*i*, < 0 的位置索引，将 **y** 中对应位置的值置为 0。
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|  |
| --- |
| # file: layers一1.py  class FullyconnectedLayer ( object ) :  def 一一i n it一一 ( s e lf , num一input , num一output ) : # 全 连 接 层 初 始 化  self . num一input = num一input  self . num一output = num一output  def in it一par am ( s e lf , s td =0 .0 1) : # 参 数 初 始 化  self . weight = np . random . normal ( l o c =0 .0 , s c a l e =std , s i z e =( s elf . num一input , se lf . num一output ) )  self . bi a s = np . z er o s ( [ 1 , se lf . num一output ])  def forward ( s e lf , input ) : # 前 向 传 播 的 计 算  self . input = input  # TODO：全连接层的前向传播，计算输出结果  self . output =  return self . output  def backward ( s e lf , t o p一diff ) : # 反 向 传 播 的 计 算  # TODO：全连接层的反向传播，计算参数梯度和本层损失  self . d一weight =  self . d一bi a s =  bott om一diff =  return bott om一diff  def update一param ( s e lf , l r ) : # 参 数 更 新  # TODO：利用梯度对全连接层参数进行更新  self . weight =  self . bi a s =  def load一param ( s e lf , weight , bi a s ) : # 参 数 加 载  self . weight = weight  self . bi a s = bi a s  def save一param ( s e lf ) : # 参 数 保 存  return self . weight , se lf . bi a s |

**图 2.5 全连接层的实现示例**

|  |
| --- |
| # file: layers一1.py  class ReLULayer ( object ) :  def forward ( s e lf , input ) : # 前 向 传 播 的 计 算  self . input = input  # TODO：ReLU 层的前向传播，计算输出结果  output =  return output  def backward ( s e lf , t o p一diff ) : # 反 向 传 播 的 计 算  # TODO：ReLU 层的反向传播，计算本层损失  bott om一diff =  return bott om一diff |

**图 2.6 ReLU 激活函数层的实现示例**
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**softmax 损失层**：同样不包含参数， 因此实现中没有参数初始化、更新、加载和保存相 关的函数。但该层需要额外计算总的损失函数值， 作为训练时的中间输出结果， 帮助判断 模型的训练进程。 softmax 损失层的程序示例如图[2.7](#bookmark37)所示，定义了以下成员函数：

. [前向传播计算：可以使用公式(2.11](#bookmark38))计算，该公式为确保数值稳定， 会在求 e 指数前 先进行减最大值处理。

. 损失函数计算： 可以使用公式([2.12](#bookmark39))计算， 采用批量随机梯度下降法训练时损失值是 batch 内所有样本的损失值的均值。需要注意的是， MNIsT 手写数字库的标记数据读入的 是 0 至 9 的类别编号，在计算损失时需要先将类别编号转换为 one-hot 向量。

. 反向传播计算：可以使用公式([2.13](#bookmark40))计算，计算时同样需要对样本数量取平均。

|  |
| --- |
| # file: layers一1.py  class soft max Loss Layer ( object ) :  def forward ( s e lf , input ) : # 前 向 传 播 的 计 算  # TODO：softmax 损失层的前向传播，计算输出结果  input一max = np . max( input , a x i s = 1 , keep dims=True )  input一exp = np . exp ( input - input一max )  self . pro b =  return self . pro b  def get一loss ( s e lf , l a b e l ) : # 计 算 损 失  self . b a t c h一 s i z e = self . pro b . shape [0]  self . l ab e l一on e h ot = np . z e r o s一lik e ( self . pro b )  self . l ab e l一on e h ot [ np . a ran g e ( s elf . b a t c h一 s i z e ) , l a b e l ] = 1 .0  lo s s = -np . sum (np . log ( s e lf . pro b ) \* self . l ab e l一on e h ot ) / self . b a t c h一 s i z e return lo s s  def backward ( s e lf ) : # 反 向 传 播 的 计 算  # TODO：softmax 损失层的反向传播，计算本层损失  bott om一diff =  return bott om一diff |

**图 2.7 softmax 损失层的实现示例**

<2.1.5.3> 网络结构模块

网络结构模块利用已经实现的神经网络的基本单元来建立一个完整的神经网络。在工 程实现中通常用一个类来定义一个神经网络， 用类的成员函数来定义神经网络的初始化、 建立神经网络结构、对神经网络进行参数初始化等基本操作。本实验中三层神经网络的网 络结构模块的程序示例如图[2.8](#bookmark41)所示，定义了以下成员函数：

. 神经网络初始化： 确定神经网络相关的超参数， 例如网络中每个隐层的神经元个数。

. 建立网络结构： 定义整个神经网络的拓扑结构， 实例化基本单元模块中定义的层并 将这些层进行堆叠。例如本实验使用的三层神经网络包含三个全连接层， 并且在前两个全 连接层后跟随有 ReLU 层，神经网络的最后使用了 softmax 损失层。

. 神经网络参数初始化： 对于神经网络中包含参数的层， 依次调用这些层的参数初始 化函数， 从而完成整个神经网络的参数初始化。本实验使用的三层神经网络中， 只有三个 全连接层包含参数，依次调用其参数初始化函数即可。
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|  |
| --- |
| # file: mnist一mlp一cpu.py  class MNIST一MLP( object ) :  def 一一i n it一一 ( s e lf , batch一 siz e = 100 , i n p u t一 s i z e =784 , hidden 1 =32 , hidden2 = 16 , out一c la ss es = 10 , l r =0.0 1 , max一epoch=2 , p r i n t一 i t e r = 100) :  # 神 经 网 络 初 始 化  self . b a t c h一 s i z e = b a t ch一 s i z e  self . i n p u t一 s i z e = i n p u t一 s i z e  self . hidden 1 = hidden 1  self . hidden2 = hidden2  self . o u t一c l a s s e s = o u t一c l a s s e s  self . l r = l r  self . max一epoch = max一epoch  self . p r i n t 一 i t e r = p r i n t一 i t e r  def build一model ( s e lf ) : # 建 立 网 络 结 构  # TODO：建立三层神经网络结构  self . fc 1 = Fu lly conn ect ed L ay er ( s elf . inpu t一s i z e , s elf . hidden 1 )  self . r e lu 1 = ReLULayer ( )  self . fc3 = Fu lly conn ect ed L ay er ( s elf . hidden2 , self . o u t一c l a s s e s )  self . soft max = Soft max Loss Layer ()  self . u pd a t e一 l a y e r一 li s t = [ se lf . fc 1 , self . fc2 , self . fc3 ]  def in it一m od e l ( s e lf ) : # 神 经 网 络 参 数 初 始 化  fo r lay e r in self . u pd a t e一 l a y e r一 li s t :  lay e r . in it一p ar am ( ) |

**图 2.8 三层神经网络的网络结构模块实现示例**
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**图 2.9 神经网络训练流程**

<2.1.5.4> 网络训练模块

神经网络训练流程如图[2.9](#bookmark42)所示。在完成数据加载模块和网络结构模块实现之后， 需要 实现训练模块。本实验中三层神经网络的网络训练模块程序示例如图[2.10](#bookmark43)所示。神经网络 的训练模块通常拆解为若干步骤， 包括神经网络的前向传播、神经网络的反向传播、神经 网络参数更新、神经网络参数保存等基本操作。这些网络训练模块的基本操作以及训练主 体用神经网络类的成员函数来定义：

. 神经网络的前向传播： 根据神经网络的拓扑结构， 顺序调用每层的前向传播函数。以 输入数据作为第一层的输入， 之后每层的输出作为其后一层的输入， 顺序计算每一层的输 出，最后得到损失函数层的输出。

. 神经网络的反向传播： 根据神经网络的拓扑结构， 逆序调用每层的反向传播函数。采 用链式法则逆序逐层计算损失函数对每层参数的偏导， 最后得到神经网络所有层的参数梯 度。

. 神经网络参数更新： 对神经网络中包含参数的层， 依次调用各层的参数更新函数， 来 对整个神经网络的参数进行更新。本实验中的三层神经网络仅其中的三个全连接层包含参 数，因此依次更新三个全连接层的参数即可。

. 神经网络参数保存： 对神经网络中包含参数的层， 依次收集这些层的参数并存储到 文件中。

. 神经网络训练主体： 在该函数中，（ 1 ）确定训练的一些超参数， 如使用批量梯度下 降算法时的批量大小、学习率大小、送代次数（或训练周期次数）、可视化训练过程时每送 代多少次屏幕输出一次当前的损失值等等。（ 2 ）开始送代训练过程。每次送代训练开始前， 可以根据需要对数据进行随机打乱， 一般是一个训练周期（即当整个数据集的数据都参与 一次训练过程） 后对数据集进行随机打乱。每次送代训练过程中， 先选取当前送代所使用 的数据和对应的标记， 再进行整个网络的前向传播， 随后计算当前送代的损失值， 然后进 行整个网络的反向传播来获得整个网络的参数梯度， 最后对整个网络的参数进行更新。完 成一次送代后可以根据需要在屏幕上输出当前的损失值， 以供实际应用中修改模型作参考。 完成神经网络的训练过程后，通常会将训练得到的神经网络模型参数保存到文件中。

<2.1.5.5> 网络推断模块

整个神经网络推断流程如图[2.11](#bookmark44)所示。完成神经网络的训练之后， 可以用训练得到的 模型对测试数据进行预测， 以评估模型的精度。本实验中三层神经网络的网络推断模块程 序示例如图[2.12](#bookmark45)所示。工程实现中同样常将一个神经网络的推断模块拆解为若干步骤， 包 括神经网络模型参数加载、前向传播、精度计算等基本操作。这些网络推断模块的基本操 作以及推断主体用神经网络类的成员函数来定义：

. 神经网络的前向传播： 网络推断模块中的神经网络前向传播操作与网络训练模块中 的前向传播操作完全一致，因此可以直接调用网络训练模块中的神经网络前向传播函数。

. 神经网络参数加载： 读取神经网络训练模块保存的模型参数文件， 并加载有参数的 网络层的参数值。

. 神经网络推断函数主体： 在进行神经网络推断前， 需要从模型参数文件中加载神经
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|  |
| --- |
| # file: mnist一mlp一cpu.py  def forward ( s e lf , input ) : # 神 经 网 络 的 前 向 传 播  # TODO：神经网络的前向传播  h1 = s e lf . fc 1 . forw ard ( input )  h1 = s e lf . r e lu 1 . forw ard ( h1 )  pro b = s e lf . soft max . forw ard ( h3 )  return pro b  def backward ( s e lf ) : # 神 经 网 络 的 反 向 传 播  # TODO：神经网络的反向传播  dlos s = s e lf . soft max . backward ( )  dh1 = s e lf . r e lu 1 . backward ( dh2 )  dh1 = s e lf . fc 1 . backward ( dh1 )  def updat e ( s e lf , l r ) : # 神 经 网 络 参 数 更 新  fo r lay e r in self . u pd a t e一 l a y e r一 li s t :  lay e r . update一param ( l r )  def save一model ( s e lf , param一dir ) : # 保 存 神 经 网 络 参 数  params = {}  params [ ,w1 , ] , params [ ,b1 , ] = s e lf . fc 1 . save一param ()  params [ ,w2 , ] , params [ ,b2 , ] = s e lf . fc2 . save一param ()  params [ ,w3 , ] , params [ ,b3 , ] = s e lf . fc3 . save一param ()  np . save ( param一dir , params )  def tr ai n ( s e lf ) : # 训 练 函 数 主 体  max一batch = s e lf . t r a i n一 d a t a . shape [0] / s e lf . b a t c h一 s i z e  fo r idx一epoch in range ( s e lf . max一epoch ) :  mlp . s h u ffl e一d a t a ( )  fo r idx一b atch in range ( max一batch ) :  batch一im age s = s e lf . t r a i n一 d a t a [ i dx一b at ch \* self . b a t ch一 s i z e : ( i dx一b at ch + 1)\* self . batch一s ize , : - 1]  batch一label s = s e lf . t r a i n一 d a t a [ i dx一b at ch \* self . b a t ch一 s i z e : ( i dx一b at ch + 1)\* self . batch一s ize , - 1]  pro b = s e lf . forw ard ( b atch一im age s )  lo s s = s e lf . soft max . g e t一l o s s ( b a t c h一l a b e l s )  self . backward ( )  self . upd at e ( se lf . l r )  if idx一b atch % s e lf . p r i n t一 i t e r == 0 :  print ( ,Epoch %d , it e r %d , lo s s : %.6 f , % ( i dx一epoch , i dx一b atch , l o s s ) ) |

**图 2.10 三层神经网络的网络训练模块实现示例**

**图 2.11 神经网络推断流程**
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网络的参数。在神经网络推断过程中， 循环每次读取一定批量的测试数据， 随后进行整个 神经网络的前向传播计算得到神经网络的输出结果， 再与测试数据集的标记进行比对， 利 用相关的评价函数计算模型的精度， 如手写数字分类问题使用分类平均正确率作为模型的 评价函数。

|  |
| --- |
| # file: mnist一mlp一cpu.py  def load一model ( s e lf , param一dir ) : # 加 载 神 经 网 络 参 数  params = np . l o a d ( param一dir ) . item ( )  self . fc 1 . load一param ( params [ ,w1 , ] , params [ ,b1 , ])  self . fc2 . load一param ( params [ ,w2 , ] , params [ ,b2 , ])  self . fc3 . load一param ( params [ ,w3 , ] , params [ ,b3 , ])  def evaluate ( s e lf ) : # 推 断 函 数 主 体  p r e d一r e s ult s = np . z er o s ( [ s e lf . t e s t一 d a t a . shape [ 0 ] ] )  fo r idx in range ( s e lf . t e s t一 d a t a . shape [ 0 ]/ s e lf . b a t c h一 s i z e ) :  batch一im age s = s e lf . t e s t一 d a t a [ i dx \* self . b a t c h一 s i z e : ( i dx + 1)\* self . b at ch一s i z e , : - 1] pro b = s e lf . forw ard ( b atch一im age s )  p r e d一l ab e ls = np . argmax ( pro b , a x i s = 1)  p r e d一r e s ult s [ i dx \* self . b a t ch一 s i z e : ( i dx + 1)\* self . b a t c h一 s i z e ] = p r e d一l ab e l s ac cur acy = np . mean ( p r e d一r e s u lt s == s e lf . t e s t一 d a t a [ : , - 1])  print ( , Accuracy in test set : %f , % a c cur a cy ) |

**图 2.12 三层神经网络的网络推断模块实现示例**

<2.1.5.6> 完整实验流程

完成神经网络的各个模块之后， 调用这些模块就可以实现用三层神经网络进行手写数 字图像分类的完整流程。本实验中三层神经网络的完整流程的程序示例如图[2.13](#bookmark46)所示。首 先实例化三层神经网络对应的类， 指定神经网络的超参数， 如每层的神经元个数。其次进 行数据的加载和预处理。再调用网络结构模块建立神经网络， 随后进行网络初始化， 在该 过程中网络结构模块会自动调用基本单元模块实例化神经网络中的每个层。然后调用网络 训练模块训练整个网络， 之后将训练得到的模型参数保存到文件中。最后从文件中读取训 练得到的模型参数，之后调用网络推断模块测试网络的精度。

|  |
| --- |
| # file: mnist一mlp一cpu.py  def build一m n ist一m lp ( param一dir= , weight . npy , ) :  h1 , h2 , e = 32 , 16 , 10  mlp = MNIST一MLP( hidden 1=h1 , hidden2=h2 , max一epoch=e )  mlp . l o a d一d at a ()  mlp . build一model ()  mlp . in it一m o d e l ( )  mlp . t r a i n ( )  mlp . save一model ( ,mlp-%d-%d-%d epoch . npy , % (h1 , h2 , e ) )  # mlp . load一model ( ,mlp-%d-%d-%d epoch . npy , % (h1 , h2 , e ) )  return mlp  if name == , main , :  mlp = bu ild一m n i st一m lp ( )  mlp . e v a l u a t e ( ) |

**图 2.13 三层神经网络的完整流程实现示例**
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实验教程

<2.1.5.7> 实验运行

根据第[2.1.5.1](#bookmark47)节 ~ 第[2.1.5.6](#bookmark48)节的描述补全 layer— 1.py 、mnist—mlu—cpu.py 代码， 并通过 python 运行.py 代码。具体可以参考以下步骤。

1. **环境申请**

按照附录[B](#bookmark49)说明申请实验环境并登录云平台，本实验的代码存放在云平台/opt/code—chap 2 3/code—c 目录下。

|  |
| --- |
| # 登录云平台  ssh root@xxx . xxx . xxx . xxx -p xxxxx  # 进入 cod e — chap 2 3 stud ent 目录  cd / opt / code — chap 2 3 / cod e — ch ap 2 3 stu dent  # 初始化环境  sourc e env . sh |

2. **代码实现**

补全 stu—upload 中的 evaluate—cpu.py 、evaluate—mlu.py 文件。

|  |
| --- |
| # 进入实验目录  cd exp 2 1 m nist — m lp  # 补全 lay er s — 1 . py , m nist — m lp — cpu . py  vim stu — upl o a d / l ay er s — 1 . py  vim stu — upl o a d / m nist — m lp — cpu . py |

3. **运行实验**

|  |
| --- |
| # 运行完整实验  python main — exp 2 1 . py |

2.1.6 实验评估

本实验的评估标准设定如下：

. 60 分标准： 给定全连接层、 ReLU 层、Softmax 损失层的前向传播的输入矩阵、参数 值、反向传播的输入， 可以得到正确的前向传播的输出矩阵、反向传播的输出和参数梯度。

. 80 分标准： 实现正确的三层神经网络， 并进行训练和推断， 使最后训练得到的模型 在 MNIST 测试数据集上的平均分类正确率高于 92%。

. 90 分标准： 实现正确的三层神经网络， 并进行训练和推断， 调整和训练相关的超参 数，使最后训练得到的模型在 MNIST 测试数据集上的平均分类正确率高于 95%。

. 100 分标准： 在三层神经网络基础上设计自己的神经网络结构， 并进行训练和推断， 使最后训练得到的模型在 MNIST 测试数据集上的平均分类正确率高于 98%。

2.1.7 实验思考

1) 在实现神经网络基本单元时，如何确保一个层的实现是正确的?

2) 在实现神经网络后，如何在不改变网络结构的条件下提高精度?

3) 如何通过修改网络结构提高精度?可以从哪些方面修改网络结构?

2.2 基于 DLP 平台实现手写数字分类

2.2.1 实验目的

熟悉深度学习处理器 DLP 平台的使用， 能使用已封装好的 Python 接口的机器学习编 程库 pycnml 将第[2.1](#bookmark50)节的神经网络推断部分移植到 DLP 平台，实现手写数字分类。具体包 括：

1) 利用提供 pycnml 库中的 Python 接口搭建手写数字分类的三层神经网络。

2) 熟悉在 DLP 上运行神经网络的流程， 为在后续章节详细学习 DLP 高性能库以及智 能编程语言打下基础。

3) 与第[2.1](#bookmark51)节的实验进行比较，了解 DLP 相对于 CPU 的优势和劣势。

实验工作量：约 10 行代码，约需 1 个小时。

2.2.2 背景知识

<2.2.2.1> 量化

在通用处理器上实现时， 神经网络的权重、偏置、激活值等信息通常会用浮点数 float32 来表示。当神经网络规模较大时， 网络参数随之增多， 对深度学习处理器的计算能力、存 储空间及访存带宽都会带来巨大的压力。工作 [[3](#bookmark52)] 表明， 对权重、偏置等参数用低精度的数 据表示， 即模型量化， 对神经网络的精度不会产生很大的影响， 同时可以显著加速神经网 络的推理和训练速度。

深度学习处理器 DLP上的模型量化通常采用定点量化， 即将浮点数映射到定点数来表 示， 如图[2.14](#bookmark53)所示， 通常用一组共享指数位的定点数来表示一组浮点数。其中， 共享指数 position 确定了二进制小数的小数点位置。通过定点量化可以大幅降低数据的存储空间， 例 如， 将 float32 量化成 int8 后， 存储空间可以减少为原来的 1/4。为了高能效地支持神经网 络运算， DLP 支持低位宽的定点数据类型， 如 int8 、int16。因此， 在 DLP 上运行神经网络 之前，需要对神经网络模型的参数（包括权重、偏置等）进行定点量化。

目前 DLP上支持在线量化和离线量化两种方式。其中， 离线量化是 DLP 上最常用的量 [化方式。离线量化时， 用户通过调用相应的接口、设置表2.2](#bookmark54)中量化参数值（*positionscale*） 就可以完成量化。

DLP 上的离线量化有两种，包括对称定点表示和有缩放系数的对称定点表示

. 对称定点表示： 对实数数据 *r*x 直接用整型数据 *q*x 左移 *position* 位。其量化和反量化

过程如下

*q*x = *round*（![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACwAAAAfCAYAAACcai8CAAACGElEQVRYhe3XT4jMYRzH8dfM7thZy0bYpZZohZUQilIoLZI47EFk0x6UJNKWIpdV8v9PDlwowsHBnfyJInsgihxdyJ+9yY0yDs+zdlrzW9M2a0zmffk9z/P7/j7PZ56/36FKlSpVqhSgGSdxDO14NFId1ZZI5zPqUI8sLpVId8RI4znOlttIsTQhh3nlNlIsW/BiUNsiPMVCnPrrjv7ANRwo0H4fh0rZUak2XWeC9gcVsky24SBa8BWryuqmCOoSyv8fKUyPz0qgL4W3KsfwvnIbqFIKevx+FmdwHTXDFa3DcbzHa2warlABZsdnK3bGckq4sofNLmzEJGFEvginB+zADWzHvdjehr1Yj6MGNu1inMGJPN27QtrZiyuYiDvoijGFtJqE3KQL54Rc+xdprMyrj8I7rI71w0JiDg/QgU8YK8xMzsDlsCL+2JZY78H5aOIJpsVyH+ZgcoJWBt+xAftx2hBkhaNuShTvxQw04g3G42qMXYPbMS4T313Ezfj+pXAtN+KVkF+MicYy6E7Qmo9vMf4h1vWbSxcwvDZ2+jGKt2EcdmNrFKvHsmhmczQwE5fxOI5gLRZgLpbEEWvFrBi/HM8StDqEUc1hKaZK2KDNwprppx230DAoLh07yicjLKfReW3ZhPhsXrmQVj6JuUhWmKJ+aoTE+8gQYmUjgz2YIExlg/Av4p8khQv4IayZXCx3D/VRufgJBMpZbZymvQAAAAAASUVORK5CYII=),
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**表 2.2 量化数据及参数**

|  |  |
| --- | --- |
| 数学符号 | 含义 |
| rx | 需要定点量化的实数 |
| qx | 定点量化后的整数 |
| position | 小数点的位置 |
| scale | 缩放系数 |
| o∫ ∫ set | 偏移量 |
| round | 四舍五入取整 |
| n | 量化位宽（例如 int8，n=8 ) |

*r*x 必 *q*x 根 2position

. 有缩放系数的对称定点表示： 先对实数数据做缩放， 然后做对称定点表示处理。其

量化和反量化过程如下

*q*x = *round*（*re*）

*r*x 根 *scale* 必 *q*x 根 2position

通过公式可以发现有缩放系数的对称定点表示是对称定点表示的改进版， 如图 [2.14](#bookmark55)所 示， 设 Z 为需要量化表示的数域中所有数的绝对值最大值 *max*（*r*x），则 A需要包含 Z，且 Z 要大于 *A*\2；*position* 的计算和对称定点表示相同， 其中 n 表示量化类型的位宽， 例如 int8 的位宽为 8 ，int16 的位宽为 16。*position* 计算表示如下：
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*A* = 2ceil（log2（ ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAUAAAAMCAYAAACqYHctAAAARklEQVQIma3OsQmAMBhE4U8kmUCQFBnALexdyAXc1D2SJoG/16sexzs4PmUNfOFBiUJGw76M4sSGA3VaKSwi/5qEd9xpuDu5ywYN7mRDYQAAAABJRU5ErkJggg==)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAQAAAANCAYAAACO/s+2AAAAUUlEQVQImW3NzQ1AYBAG4cdPJC604OquFCUqSAEaEBVwwOVLbDC3d3aTyTy0GMI2xVFjgzyJCk38KDFDkcSJHZcXXUyO78sSKyuOKD70fwVwA02xCk5dAeOEAAAAAElFTkSuQmCC)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAUAAAAOCAYAAADnqNYmAAAAN0lEQVQYlWNgoAgwMjAwtDEwMCgyMDB8ZWBgSIFJbGRgYChEV/2WMsvoBlgZGBieMDAw/IfiCgBojgdwm7ohUgAAAABJRU5ErkJggg==)）））（2n- 1 - 1）

**图 2.14 int8 量化**

同时， *position* 取值需要满足: 如果 *position* 减小 1，就不能够覆盖需要量化的实数集 合的最大值 *max*（*r*x），即 :

（2n- 1 - 1）根 2position- 1 < *max*（*r*x）

由此在求得 position 之后就可以比较简单的求得 scale 的值。

*scale* =（2n1*mx*![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAeCAYAAAD+QjQzAAAA2ElEQVQ4je3TrUqEQRTG8d+7CuIXgkGwr33vwK6gYNkg3oJehSAYhO0ms1hkYaPdokkEi9FgFoMYZgaGg74TrD5p5sz/fMycM/ysTRz+cgbWcNEHdLjEqA8a4jkaB2G/h6cWNMJ7C1rFRwt6w3ILusNGhKJW8BCNc2H/iaVc20tftHmcSi/fqwUctKB//UGLUs+iOqyXUdnGjdTYogHOcVx7HWEmjUuXgQmp40VX2fta+gxdjFKnuMVrLKxen+VL3GOM3TpdDZQUX5hip4zvPrZwUkV+zM7jb/ouG2OZQkZNAAAAAElFTkSuQmCC)*r*
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目前 DLp200 系列支持量化到 int4、int8、int16 三种类型。量化后数据位宽越低， 则吞 吐量越大， 计算越快， 对结果的精度影响也会增大。建议只用在带 filter(例如 conv 、mlp 等复杂算子） 的计算过程中， 对于简单算子 (如 add)，设置之后对速度提升不大， 反而会降 低精度。

量化中常见的两种处理方法：

1. 对普通权重量化，即整个权重或输入内的所有数据都用相同的量化参数。

2. 按通道对权重或者输入进行量化， 即整个张量内的数据按照不同的通道， 每个通道 内的数据用相同的参数，不同通道使用的参数可能不同。

本实验使用对普通权重量化的方式， 为简化实验流程， 此处提供了针对所有数据的量 化参数， 可以直接使用该参数进行实验。理论上修改了网络结构重新训练新的模型是需要 重新计算量化参数的， 但是经过测试， 在本实验中如果仅修改网络隐藏层数量， 采用旧的 量化参数对结果精度的影响非常的小，因此本实验中不需要重新进行量化参数的计算。

<2.2.2.2> python 接口的深度学习编程库 pycnml

深度学习编程库 pycnml 通过调用 DLp 上 cNML库中的高性能算子实现了全连接层、 卷积层、池化层、ReLU 激活层、softmax 损失层等常用的网络层的基本功能， 并提供了常用 网络层的 python 接口。pycnml 提供的编程接口可以用于在 DLp 上加速神经网络算法， 具 体接口说明如表[2.3](#bookmark56)所示。pycnml 用 python 封装了一个 c++类 cnmlNet，该类的成员函数 定义了神经网络中层的创建、网络前向传播、参数加载等操作。

[下面以图2.15](#bookmark57)为例， 介绍如何调用 pycnml 提供的编程接口来创建网络层。首先实例化 pycnml.cnmlNet()，然后调用 cnmlNet 中的 createxxxLayer 成员函数就可以创建相应的网 络层， 例如创建全连接层时只需调用 pycml.cnmlNet().createMlpLayer。所有创建好的层对 象的指针会按顺序以数组的形式保存在 cnmlNet 中， 数组的下标作为层的 id 使用， 当调 用 pycnml.cnmlNet().loadparams 函数时， 便可以通过此 id 来指定需要加载参数的层。 py- cml.cnmlNet().forward 函数会遍历层数组中的对象， 依次调用每个层的前向传播函数， 最 终返回最后一层的前向传播结果。

|  |
| --- |
| # 实 例 化 cnmlNet  net = pycnml . cnmlNet ( )  # 设 定 网 络 输 入 维 度  net . s et Input sh ap e (1 , 3 , 2 2 4 , 2 2 4 )  # conv 1 — 1  # 创 建 卷 积 和 全 连 接 层 时 需 要 输 入 量 化 参 数  net . cre ate con v L ay er ( , conv 1 — 1 , , 6 4 , 3 , 1 , 1 , 1 , input — qu ant — p ar am s [ 0 ] )  # re lu1 — 1  net . create Re Lu Layer ( , re lu1 — 1 , ) |

**图 2.15 pycnml 创建层程序示例**

在使用 pycnml 之前， 首先需要安装 pycnml 库： 先执行 source env.sh 命令初始化环境， 然后解压 pycnml.tar.gz，再进入 pycnml 目录， 执行 build—pycnml.sh 脚本进行编译和安装。 安装完成后便可以在 python 程序中调用 pycnml 库， 编译运行方式与 cpU 上的方式一致。 如果实验中采用的是云平台环境， 由于云平台中已经集成了 pycnml 库， 则不需要再手动安

**表 2.3 pycnml 接口说明**

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 接口 | | | 功能描述 | 参数/返回值 |
| **setInputshape**：  pycml.cnmlNet().setInputshape(dim- 1, dim-2, dim-3, dim-4) | | | 设定网络第一层 输入数据的形状 | dim- 1 (int) : 维度 1  dim-2 (int) : 维度 2  dim-3 (int) : 维度 3  dim-4 (int) : 维度 4 |
| **createconvLayer**:  pycml.cnmlNet().createconvLayer(input-shape,  out-channel, kernel-size, stride, dilation, pad, quant-param) | | | 创建卷积层 | input-shape (list) : 输入数据的形状， [N, input channel, input height, input width]  output-channel (int) : 输出 channel 的大小  kernel-size (int) : 卷积核的大小  stride (int) : 卷积步长  dilation (int) : 膨胀系数  pad (int) : 填充大小  quant-param (Quantparam) : 量化参数 |
| **createMlpLayer**:  pycml.cnmlNet().createMlpLayer(input-shape, put-num, quant-param) | | out- | 创建全连接层 | input-shape (list) : 输入数据的形状， [N, input channel, input height, input width]  output-num (int) : 输出数据的 channel 大小  quant-param (Quantparam) : 量化参数 |
| **createReLuLayer**:  pycml.cnmlNet().createReLuLayer(input-shape) | | | 创建 ReLu 激活函 数层 | input-shape (list) : 输入数据的形状 |
| **createsoftmaxLayer**:  pycml.cnmlNet().createsoftmaxLayer(input-shape, axis) | | | 创建 softmax 损 失层 | input-shape (list) : 输入数据的形状  axis (int) : 进行 softmax 计算的维度 |
| **createpoolingLayer**:  pycml.cnmlNet().createpoolingLayer(input-shape, ker- nel-size, stride) | | | 创建最大池化层 | input-shape (list) : 输入数据的形状  kernel-size (int) : pool 窗口的大小  stride (int) : 窗口滑动步长 |
| **createFlattenLayer**:  pycml.cnmlNet().createFlattenLayer(input-shape, out- put-shape) | | | 创建扁平化层 | input-shape (list) : 输入数据的形状  output-shape (list) : 输出数据的形状 |
| **loadparams**:  pycnml.cnmlNet().loadparams(layer-id, bias-data, quant-param) | filter-data, | | 为指定的层加载 参数 | layer-id (int) : 需要加载权重的层的 id。cnmlNet 中将 创建的层存储在一个数组中， id 即为当前层在该数组 中的下标， 比如第一个层的 id 为 0，第二个层的 id 则 为 1  filter-data (list) : 权重数据。必须是一维数组 bias-data(list) : 参数偏置  quant-param (Quantparam) : 量化参数 |
| **setInputData**:  pycml.cnmlNet().setInputData(input-data) | | | 加载输入数据 | input-data (list) : 输入数据。必须是一维数组， 数据布 局为 NcHW |
| **forward**: pycml.cnmlNet().forward() | | | 进行前向传播计 算 |  |
| **getoutputData**: pycnml.cnmlNet().getoutputData() | | | 获取网络的计算 结果 | 返回值 output-data : 网络最后一层的计算结果 |
| **size**: pycnml.cnmlNet().size() | | | 获取神经网络当 前的层数 | 返回值 layers-num (int) : 当前层的数量 |
| **Quantparam**: pycnml.Quantparam | | | 结构体，用于存放 量化参数 position 和 scale。 | 该结构体可以通过构造函数来初始化， 可以使用 py- cnml.Quantparam(position:int, scale:float) 来创建一个 Quantparam 对象。  结构体成员：  pycnml.Quantparam.position ：获取当前 Quantparam 里存放的 position 参数。可以直接对其进行赋值。  pycnml.Quantparam.scale ：获取当前 Quantparam 里存 放的 scale 参数。可以直接对其进行赋值。 |
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装 pycnml。

感兴趣的同学， 可以进一步阅读 pycnml 源码中层的实现， 了解如何调用 CNML 库中 的高性能算子实现全连接层的基本功能。 ReLU 层和 Softmax 层的底层实现与之类似， 具体 每一层的 C++ 代码可以在 pycnml/src/layers 中查看。

2.2.3 实验环境

硬件环境： DLp。

软件环境： pycnml 库、python 编译环境及相关的扩展库， 包括 python 2.7.12，pillow 6.0.0，Scipy 0.19.0，Numpy 1.16.0、CNML 高性能算子库、 CNRT 运行时库

数据集： MNIST 手写数字库。

模型文件：量化参数文件、量化后的网络模型文件。

2.2.4 实验内容

使用 python 封装的深度学习编程库 pycnml 搭建一个三层全连接神经网络， 利用训练 好的模型实现手写数字图像分类，并在 DLp 上正确运行。

[与2.1.4](#bookmark58)节类似，本实验的神经网络工程实现大致分为以下 4 个模块：

1) 数据加载模块：读取测试数据并进行预处理。

2) 基本单元模块：不同网络层的定义，以及前向传播计算等基本功能。

3) 网络结构模块：利用基本单元模块搭建完整的网络。

4) 网络推断模块：使用已有的网络模型，对测试数据进行预测。

2.2.5 实验步骤

<2.2.5.1> 数据加载模块

本实验采用的数据集依然是 MNIST [手写数字库， 数据读取的函数与第2.1.5.1](#bookmark59)节的实现 相同。因为本实验只需完成推断功能， 因此只用读取测试数据， 进行预处理后存储在 Numpy [矩阵中，方便后续推断时快速读取数据，该部分代码如图2.16](#bookmark60)所示。

|  |
| --- |
| # file: mnist一mlp一demo.py  def load一data ( s e lf , d at a一p ath , l ab e l一p a th ) :  # TODO: 调用函数 load一mnist 读取和预处理 MNIST 中训练数据和测试数据的图像和标记  test一ima g es =  test一 labels =  self . t e s t一 d a t a = np . append ( t e st一im a g e s , t e s t一 l a b e l s , a x i s = 1) |

**图 2.16 MNIST 子数据集的读取和预处理**

<2.2.5.2> 基本单元模块

pycnml 库中已经将常用网络层的实现用 python 语言封装起来， 因此可以直接调用 pyc- [nml 中的相关 python接口来实现神经网络的基本单元模块。具体调用方式可以参照图2.15](#bookmark61)中 的示例。
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<2.2.5.3> 网络结构模块

网络结构模块可以直接使用 pycnml 封装好的基本单元接口来搭建一个完整的神经网

络。在工程实现中， 首先用一个类来定义一个神经网络， 然后用类的成员函数来定义神经 网络的初始化、建立神经网络结构等基本操作。 DLP 上实现的网络结构模块的程序示例如 以下代码所示：

|  |
| --- |
| # file: mnist一mlp一demo.py  class MNIST一MLP( object ) :  def 一一init一一 ( s e lf ) :  # 初 始 化 网 络， 创 建 pycnml . cnmlNet () 实 例  self . n et = pycnml . cnmlNet ( )  self . input一qu ant一p ar am s = [ ] #输 入 数 据 的 量 化 参 数  self . filt e r一q u a n t一p a r a m s = [ ] #模 型 参 数 的 量 化 参 数  def build一model ( s e lf , b a t ch一 s i z e = 100 , i n p u t一 s i z e =784 ,  hidden1 =32 , hidden2 = 16 , o u t一c l a s s e s = 10 ,  quant一param一path= , . . / dat a / m nist一m lp一data / m nist一m lp一quant一param . npz , ) :  # 使 用 pycnml 的 接 口 建 立 三 层 神 经 网 络 结 构  self . b a t c h一 s i z e = b a t ch一 s i z e  self . o u t一c l a s s e s = o u t一c l a s s e s  # 读 取 量 化 参 数  params = np . l o a d ( quant一param一path )  input一params = params [ , input , ]  filter一pa ram s = params [ , fil t e r , ]  fo r i in range (0 , len ( input一p ar am s ) , 2) :  self . input一qu ant一p ar am s . append ( pycnml . QuantParam ( in t ( input一p ar am s [ i ]) , fl oa t ( input一params [ i + 1]) ) )  fo r i in range (0 , len ( filt e r一p a r a m s ) , 2) :  self . filt e r一q u a n t一p a r a m s . append ( pycnml . QuantParam ( in t ( filt e r一p a r a m s [ i ]) , fl oa t ( filter一pa ram s [ i + 1]) ) )  # 创 建 神 经 网 络 的 层  self . n et . s et Input Sh ap e ( b at ch一s i z e , inpu t一s i z e , 1 , 1)  # TODO：使用 pycnml 搭建三层神经网络结构  # fc 1  self . n et . cr e at e Ml pL ay er ( ，fc 1 ， , hidden 1 , s e lf . input一qu ant一p ar am s [0] ) |

上述示例程序中定义了以下成员函数：

. 网络初始化： 创建 pycnml.cnmlNet() 的实例 net，后续神经网络层的创建、参数的加 载、前向传播计算等操作都通过该对象来调用。

. 建立网络结构： DLP 上只支持定点量化后的输入数据和权重， 并且在创建全连接层 时需要输入数据的量化参数。因此首先加载输入数据和权重的量化参数文件（量化参数包 括指数因子 position 和缩放因子 scale），然后定义整个神经网络的拓扑结构。定义网络结构 时，使用 net 中的 createxxxLayer 函数来实例化每一层。

<2.2.5.4> 网络推断模块

搭建好网络后， 就可以加载训练好的模型、输入数据进行预测。网络推断模块的 DLP 实现程序示例如以下代码所示：
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|  |
| --- |
| # file: mnist一mlp一demo.py  def load一model ( s e lf , param一dir ) :  # TODO: 分别为三层全连接层加载参数  params = np . l o a d ( param一dir ) . item ( )  weigh1 = np . t r a n sp o s e ( params [ ,w1 , ] , [ 1 , 0]) . fl a t t e n () . a s typ e ( np . fl oa t )  bias1 = params [ ,b1 , ] . fl a tt e n () . a s typ e ( np . fl oa t )  self . n et . load param s (0 , weigh1 , bia s 1 , se lf . filt e r一q u a n t一p a r a m s [0] )  weigh2 = np . t r a n sp o s e ( params [ ,w2 , ] , [ 1 , 0]) . fl a t t e n () . a s typ e ( np . fl oa t )  bias2 = params [ ,b2 , ] . fl a tt e n () . a s typ e ( np . fl oa t )  weigh3 = np . t r a n sp o s e ( params [ ,w3 , ] , [ 1 , 0]) . fl a t t e n () . a s typ e ( np . fl oa t )  bias3 = params [ ,b3 , ] . fl a tt e n () . a s typ e ( np . fl oa t )  def forward ( s e lf ) : # 前 向 传 播  return self . n et . forw ard ( )  def evaluate ( s e lf ) :  p r e d一r e s ult s = np . z er o s ( [ s e lf . t e s t一 d a t a . shape [ 0 ] ] )  # 读 取 一 定 批 量 的 测 试 数 据 进 行 前 向 传 播  fo r idx in range ( s e lf . t e s t一 d a t a . shape [ 0 ]/ s e lf . b a t c h一 s i z e ) :  batch一im age s = s e lf . t e s t一 d a t a [ i dx \* self . b a t c h一 s i z e : ( i dx + 1)\* self . b at ch一s i z e , : - 1] dat a = b atch一im age s . fl a t t e n () . t o li s t ( )  # 加 载 输 入 数 据  self . n et . s e t I npu t D a t a ( d at a )  # 打 印 推 理 的 时 间  start = time . time ( )  self . forw ard ( )  end = time . time ( )  print ( , in fe re n c ing time : %f ,%(end - start ) )  pro b = s e lf . n et . g et Output D at a ( )  pro b = np . a rr ay ( prob ) . r e sh ap e ( ( s e lf . b at ch一s i z e , s e lf . o u t一c l a s s e s ) )  p r e d一l ab e l s = np . argmax ( pro b , a x i s = 1)  p r e d一r e s ult s [ i dx \* self . b a t ch一 s i z e : ( i dx + 1)\* self . b a t ch一 s i z e ] = p r e d一l ab e l s  ac cur acy = np . mean ( p r e d一r e s u lt s == s e lf . t e s t一 d a t a [ : , - 1])  print ( , Accuracy in test set : %f , % a c cur a cy ) |

上述示例程序中， 神经网络推断模块的参数加载、前向传播、精度计算等基本操作拆 分为神经网络类的成员函数来定义：

. 神经网络的参数加载： 读取模型参数文件， 并使用 net 中的 loadparams 接口加载参 [数。可以使用第2.1](#bookmark62)节实验中训练得到的模型参数用于本实验， 但使用前需要使用量化工具 对模型参数(如权重等） 进行量化。为了便于使用， 本实验提供了模型参数量化后的文件。 将模型参数量化文件读入内存后， 需要做两方面的处理： 一方面， 训练得到的模型中全连 接层的权重的存放维度为 *c*in 根 *c*out ，而 DLp 处理全连接层时权重的处理维度为 *c*out 根 *c*in ， 因此需要对读取的权重做一次转置； 另一方面， 由于 python 中的浮点数类型 float 是双精度 浮点， pycnml 接口内部实现的 C++ 函数接收的权重也只能是双精度浮点数类型， 而 Numpy 存储的数据包括权重都是 np.float32 类型， 因此需要手动将 Numpy 数据类型转为np.float64 类型，否则在调用 pycml 库的接口过程中会报错。

. 神经网络的前向传播： net.forward 函数会自动遍历调用 net 中的每一层的前向传播函 数，并将最后一层前向传播的计算结果返回。

. [神经网络推断函数主体： 与第2.1](#bookmark63)节中的 CpU 实现类似， 循环读取一定批量的测试数
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据， 随后调用网络的前向传播函数计算得到神经网络的输出结果， 然后与测试数据集的标 记进行比对计算得到模型的精度。

<2.2.5.5> 完整实验流程

完成所有模块的实现后， 就可以在 DLP 上运行神经网络实现手写数字图像分类。网络 运行的流程与 CPU 上的执行流程基本一致。首先实例化三层神经网络对应的类； 其次调用 网络结构模块 build一model 建立神经网络， 指定神经网络的超参数（如每层的神经元个数）；

随后调用 load一data 函数进行数据的加载和预处理； 然后调用 load一model 函数从文件中读 取训练好的模型参数； 最后调用 evaluate 函数执行网络推断模块获得预测结果， 并测试网 络精度。其中， 用 load一data 和 load一model 加载数据和参数时， 首先会在 DLP 上分配内存 空间， 然后将数据或参数从主存拷贝到 DLP 的存储。本实验完整流程的程序示例如下代码 所示：

|  |
| --- |
| # file: mnist一mlp一demo.py  # 神 经 元 数 量  HIDDEN1 = [32](#bookmark64)  HIDDEN2 = [16](#bookmark65)  OUT = [10](#bookmark66)  def run一m nist ( ) :  bat c h一 s i z e = 10000  h1 , h2 , c = HIDDEN1, HIDDEN2, OUT  mlp = MNIST一MLP()  mlp . build一model ( b a t ch一 s i z e=b at ch一s i z e , hidden 1=h1 , hidden2=h2 , o u t一c l a s s e s =c ) model一path = , weight . npy ,  te st一 d a ta = , . . / . . / m n ist一data / t10k -images -idx3 -ubyte ,  test一 label = , . . / . . / m n ist一data / t10k -label s -idx 1 -ubyte ,  mlp . l o a d一d at a ( t e s t一d a t a , t e s t一 l a b e l )  mlp . load一model ( model一path )  fo r i in range (10) :  mlp . e v a l u a t e ( )  if name == , main , :  run一m nist ( ) |

在上一节的 CPU 实验中， 我们设置的默认 batch size 为 100，为了使读者对 DLP 的计 算能力有更直观的比较和认识， 本实验中将 batch size 改为 10000，即一次传入 10000 张图 片， 比较 DLP 和 CPU计算的时间。因为 DLP 平台上 CNML在第一次运行的时候会有一个 指令生成的过程， 导致运行时间会长一些， 所以我们多次执行 evaluate 函数， 排除第一次 计算的时间，其它的每次计算时间就和真实的硬件时间很接近了。

<2.2.5.6> 实验运行

根据第[2.2.5.1](#bookmark67)节 ~ 第[2.2.5.5](#bookmark68)节的描述补全 mnist一mlp一demo.py 代码， 并通过 Python 运 行.py 代码。具体可以参考以下步骤。

1. **环境申请**
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按照附录[B](#bookmark69)说明申请实验环境并登录云平台，本实验的代码存放在云平台/opt/code一chap 2 3/code一c 目录下。

|  |
| --- |
| # 登录云平台  ssh root@xxx . xxx . xxx . xxx -p xxxxx  # 进入 cod e一chap 2 3 stud ent 目录  cd / opt / code一chap 2 3 / cod e一ch ap 2 3 stu dent  # 初始化环境  sourc e env . sh |

2. **代码实现**

补全 stu一upload 中的 layers一1.py，mnist一mlp一cpu.py，mnist一mlp一demo.py 文件。对 mnist一mlp一cpu.py 文件，将 build一mnist一mlp() 函数修改为以下内容：

|  |
| --- |
| def bu ild一m n i st一m lp ( param一dir = , weight . npy ,) :  h1 , h2 , e = 32 , 16 , 10  mlp = MNIST一MLP( hidden 1=h1 , hidden2=h2 , max一epoch=e )  mlp . l o a d一d at a ()  mlp . build一model ()  mlp . in it一m o d e l ( )  # mlp . t r a i n ( )  # mlp . save一model ( ,mlp-%d-%d-%d epoch . npy , % (h1 , h2 , e ) )  mlp . load一model ( param一dir )  return mlp |

|  |
| --- |
| # 进入实验目录  cd exp 2 2 m ni st一m lp一d lp  # 补全实验代码  vim stu一upl o a d / l ay er s一 1 . py  vim stu一upl o a d / m nist一m lp一cpu . py  vim stu一upl o a d / mnist一m lp一demo . py |

3. **运行实验**

复制实验 [2.1](#bookmark70)中训练得到的参数复制到 stu一upload 目录下，并将参数文件重命名为 weight.npy。

|  |
| --- |
| # 运行完整实验  python main一exp 2 2 . py |

2.2.6 实验评估

[本实验中， 精度评判标准与第2.1](#bookmark71)节实验一样， 使用测试集的平均分类正确率判断分类 结果的精度。性能评判标准为设置 batch size 为 10000 时， 进行一次前向传播的时间。本实 验的评分标准设定如下：

. 60 分标准： 完善本节实验代码， 用 pycnml 搭建出的三层神经网络能够在 DLP 上进 行推断，并且在测试集上的平均分类正确率高于 90%。

. 80 分标准： 修改网络隐藏层神经元的数量， 运行实验 2.1 重新训练模型， 使训练得 到的模型在 DLP 上运行的推断(forward）耗时为 CPU 推断耗时的 1/20 或更低， 并且在测 试集上的平均分类正确率高于 95%。

. 100 分标准： 修改网络隐藏层神经元的数量， 使用第 2.1 实验的代码重新训练模型， 使训练得到的模型在 DLP 上运行的推断耗时为 CPU 推断耗时的 1/50 或更低，并且在测试 集上的平均分类正确率高于 98%。

2.2.7 实验思考

1) DLP 在进行神经网络推断时相对于 CPU 有什么优势和劣势?

2) 在什么样的神经网络结构下， DLP 能够最大发挥它的性能优势?
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