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# Prudential Life Insurance Assessment

# Business Problem  
  
# Picture this. You are a data scientist in a start-up culture with the potential to have a very large impact on the business.   
# Oh, and you are backed up by a company with 140 years' business experience.  
  
# Curious? Great! You are the kind of person we are looking for.  
#   
# Prudential, one of the largest issuers of life insurance in the USA, is hiring passionate data scientists to join a newly-formed Data Science group solving complex challenges and identifying opportunities. The results have been impressive so far but we want more.   
#   
# The Challenge  
# In a one-click shopping world with on-demand everything, the life insurance application process is antiquated.   
# Customers provide extensive information to identify risk classification and eligibility, including scheduling medical exams, a process that takes an average of 30 days.  
#   
# The result? People are turned off. That's why only 40% of U.S. households own individual life insurance.   
# Prudential wants to make it quicker and less labor intensive for new and existing customers to get a quote while maintaining privacy boundaries.  
#   
# By developing a predictive model that accurately classifies risk using a more automated approach, you can greatly impact public perception of the industry.  
#   
# The results will help Prudential better understand the predictive power of the data points in the existing assessment, enabling us to significantly streamline the process.

# install.packages("pillar")  
# install.packages("dplyr")  
# install.packages("tibble")  
# install.packages("pdflatex")  
# install.packages("ggpubr")  
# install.packages("neuralnet")  
# install.packages("ada")  
# install.packages("zoo")  
# install.packages("ade4")  
# install.packages("gtools")  
# install.packages("xgboost")  
# install.packages("forecast")  
# install.packages("mlbench")  
# install.packages("caret")  
# install.packages("mlr")  
# install.packages("data.table")  
# install.packages("Metrics")  
  
library(caret)

## Warning: package 'caret' was built under R version 3.5.3

## Loading required package: lattice

## Loading required package: ggplot2

library(corrplot)

## Warning: package 'corrplot' was built under R version 3.5.3

## corrplot 0.84 loaded

library(xgboost)

## Warning: package 'xgboost' was built under R version 3.5.3

library(stats)  
library(knitr)  
library(ggplot2)  
library(Matrix)  
library(plotly)

## Warning: package 'plotly' was built under R version 3.5.3

##   
## Attaching package: 'plotly'

## The following object is masked from 'package:xgboost':  
##   
## slice

## The following object is masked from 'package:ggplot2':  
##   
## last\_plot

## The following object is masked from 'package:stats':  
##   
## filter

## The following object is masked from 'package:graphics':  
##   
## layout

library(htmlwidgets)

## Warning: package 'htmlwidgets' was built under R version 3.5.3

library(readr)  
library(randomForest)

## Warning: package 'randomForest' was built under R version 3.5.3

## randomForest 4.6-14

## Type rfNews() to see new features/changes/bug fixes.

##   
## Attaching package: 'randomForest'

## The following object is masked from 'package:ggplot2':  
##   
## margin

library(data.table)

## Warning: package 'data.table' was built under R version 3.5.3

library(h2o)

## Warning: package 'h2o' was built under R version 3.5.3

##   
## ----------------------------------------------------------------------  
##   
## Your next step is to start H2O:  
## > h2o.init()  
##   
## For H2O package documentation, ask for help:  
## > ??h2o  
##   
## After starting H2O, you can use the Web UI at http://localhost:54321  
## For more information visit http://docs.h2o.ai  
##   
## ----------------------------------------------------------------------

##   
## Attaching package: 'h2o'

## The following objects are masked from 'package:data.table':  
##   
## hour, month, week, year

## The following objects are masked from 'package:stats':  
##   
## cor, sd, var

## The following objects are masked from 'package:base':  
##   
## %\*%, %in%, &&, ||, apply, as.factor, as.numeric, colnames,  
## colnames<-, ifelse, is.character, is.factor, is.numeric, log,  
## log10, log1p, log2, round, signif, trunc

library(dplyr)

## Warning: package 'dplyr' was built under R version 3.5.3

##   
## Attaching package: 'dplyr'

## The following objects are masked from 'package:data.table':  
##   
## between, first, last

## The following object is masked from 'package:randomForest':  
##   
## combine

## The following object is masked from 'package:xgboost':  
##   
## slice

## The following objects are masked from 'package:stats':  
##   
## filter, lag

## The following objects are masked from 'package:base':  
##   
## intersect, setdiff, setequal, union

library(tidyr)

## Warning: package 'tidyr' was built under R version 3.5.3

##   
## Attaching package: 'tidyr'

## The following objects are masked from 'package:Matrix':  
##   
## expand, pack, unpack

library(Metrics)

## Warning: package 'Metrics' was built under R version 3.5.3

##   
## Attaching package: 'Metrics'

## The following objects are masked from 'package:caret':  
##   
## precision, recall

########################################################################################################################  
# Importing the data  
########################################################################################################################  
  
train1<-read.csv(file = "C:/Users/puj83/OneDrive/Portfolio/Prudential\_Life\_Insurance\_Assessment/train.txt", header = T, sep = ",")  
test1<-read.csv(file = "C:/Users/puj83/OneDrive/Portfolio/Prudential\_Life\_Insurance\_Assessment/test.txt", header = T, sep = ",")  
  
train<-train1  
test<-test1  
  
##### Remove id  
train$Id<-NULL  
test$Id<-NULL  
# identify number of classes  
num.class = length(levels(factor(unlist(train[,"Response"]))))  
y = as.matrix(as.integer(unlist(train[,"Response"]))-1)  
  
##### Remove columns with NA, use test data as referal for NA  
cols.without.na = colSums(is.na(train)) == 0  
train = train[, cols.without.na]  
cols.without.na = colSums(is.na(test)) == 0  
test = test[, cols.without.na]  
##### Check for zero variance  
zero.var = nearZeroVar(train, saveMetrics=F)  
  
train<-train[,-zero.var]  
test<-test[, -zero.var]  
  
##### Simple visualization  
#x<-as.data.frame(head(train[,c("BMI","Ht","Wt","Ins\_Age","Product\_Info\_3")],100))  
x<-as.data.frame(head(train[,c("BMI","Ht","Wt")],100))  
y1<-factor(unlist(head(train[,"Response"],100)))  
trellis.par.set(theme = col.whitebg(), warn = FALSE)  
featurePlot(x, y1, "box",auto.key = list(columns = 3))
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featurePlot(x, y1, "density",  
 # scales = list(x = list(relation="free"),   
 # y = list(relation="free")),   
 # adjust = 1.5,   
 # pch = "|",   
 # layout = c(4, 2),   
 auto.key = list(columns = 3))
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corrplot.mixed(cor(train[,c(2:20)]), lower="circle", upper="color",   
 tl.pos="lt", tl.cex=0.6, diag="n", order="hclust", hclust.method="complete")

![](data:image/png;base64,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)

##### convert data to matrix  
train$Response = NULL  
train.matrix = as.matrix(train)  
mode(train.matrix) = "numeric"

## Warning in base::as.numeric(x): NAs introduced by coercion

test.matrix = as.matrix(test)  
mode(test.matrix) = "numeric"

## Warning in base::as.numeric(x): NAs introduced by coercion

param <- list("objective" = "multi:softprob", # multiclass classification   
 "num\_class" = num.class, # number of classes   
 "eval\_metric" = "merror",   
 "nthread" = 8, # number of threads to be used   
 "max\_depth" = 8, # maximum depth of tree   
 "eta" = 0.1, # step size shrinkage   
 "gamma" = 0, # minimum loss reduction   
 "subsample" = 0.7,  
 "colsample\_bytree" = 0.7,  
 "min\_child\_weight" = 3  
)  
  
set.seed(789)  
  
nround.cv = 10  
system.time( bst.cv <- xgb.cv(param=param, data=train.matrix, label=y,   
 nfold=10, nrounds=nround.cv, prediction=TRUE, verbose=T  
 # callbacks = list(cb.cv.predict(save\_models = FALSE))  
))

## [1] train-merror:0.489973+0.010684 test-merror:0.513583+0.011333   
## [2] train-merror:0.469332+0.007503 test-merror:0.493829+0.008080   
## [3] train-merror:0.463322+0.007149 test-merror:0.491050+0.008741   
## [4] train-merror:0.456736+0.004953 test-merror:0.486132+0.007141   
## [5] train-merror:0.453151+0.003743 test-merror:0.483926+0.007937   
## [6] train-merror:0.449955+0.003766 test-merror:0.481872+0.006926   
## [7] train-merror:0.447616+0.003567 test-merror:0.481333+0.007061   
## [8] train-merror:0.445659+0.003383 test-merror:0.479801+0.007519   
## [9] train-merror:0.443589+0.002394 test-merror:0.479076+0.006445   
## [10] train-merror:0.441643+0.002318 test-merror:0.477561+0.006434

## user system elapsed   
## 229.32 11.02 44.08

bst.cv$evaluation\_log %>%  
 select(-contains("std")) %>%  
 gather(TestOrTrain, merror,-iter) %>%  
 ggplot(aes(x = iter, y = merror, group = TestOrTrain, color = TestOrTrain)) +   
 geom\_line() +   
 theme\_bw()
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col.names<-colnames(bst.cv$evaluation\_log)  
setnames(bst.cv$evaluation\_log, old = col.names, new = c("iter","train.merror.mean","train.merror.std","test.merror.mean","test.merror.std" ))  
  
min.merror.idx = which.min(bst.cv$evaluation\_log[, test.merror.mean])   
  
bst.cv$dt=bst.cv$evaluation\_log  
bst.cv$dt[min.merror.idx,]

## iter train.merror.mean train.merror.std test.merror.mean  
## 1: 10 0.4416434 0.002317548 0.4775606  
## test.merror.std  
## 1: 0.006434291

pred.cv = matrix(bst.cv$pred, nrow=length(bst.cv$pred)/num.class, ncol=num.class)  
pred.cv = max.col(pred.cv, "last")  
  
y<-factor(y+1)  
pred.cv<-factor(pred.cv)  
  
confusionMatrix(y, pred.cv)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 1 2 3 4 5 6 7 8  
## 1 1013 687 8 2 568 1497 688 1744  
## 2 517 1335 4 1 845 1563 613 1674  
## 3 51 37 14 2 302 427 36 144  
## 4 25 7 0 8 2 583 73 730  
## 5 158 422 17 0 2875 1099 282 579  
## 6 367 317 0 4 534 5407 1338 3266  
## 7 188 66 1 1 31 1787 2766 3187  
## 8 71 46 0 5 26 1176 560 17605  
##   
## Overall Statistics  
##   
## Accuracy : 0.5224   
## 95% CI : (0.5184, 0.5265)  
## No Information Rate : 0.4872   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.3756   
##   
## Mcnemar's Test P-Value : < 2.2e-16   
##   
## Statistics by Class:  
##   
## Class: 1 Class: 2 Class: 3 Class: 4 Class: 5  
## Sensitivity 0.42385 0.45766 0.3181818 0.3478261 0.55470  
## Specificity 0.90886 0.90760 0.9831640 0.9760774 0.95282  
## Pos Pred Value 0.16320 0.20375 0.0138203 0.0056022 0.52927  
## Neg Pred Value 0.97410 0.97005 0.9994860 0.9997412 0.95722  
## Prevalence 0.04025 0.04912 0.0007410 0.0003873 0.08728  
## Detection Rate 0.01706 0.02248 0.0002358 0.0001347 0.04842  
## Detection Prevalence 0.10453 0.11034 0.0170593 0.0240481 0.09148  
## Balanced Accuracy 0.66636 0.68263 0.6506729 0.6619517 0.75376  
## Class: 6 Class: 7 Class: 8  
## Sensitivity 0.39936 0.43518 0.6086  
## Specificity 0.87291 0.90078 0.9381  
## Pos Pred Value 0.48135 0.34459 0.9033  
## Neg Pred Value 0.83110 0.93009 0.7161  
## Prevalence 0.22800 0.10704 0.4872  
## Detection Rate 0.09106 0.04658 0.2965  
## Detection Prevalence 0.18917 0.13518 0.3282  
## Balanced Accuracy 0.63614 0.66798 0.7733

train<-train1  
test<-test1  
  
# All features shared, making feature transformations simultaneously.   
response <- train$Response  
train$training <- 1  
test$training <- 0  
  
data <- rbind(train[-c(1,128)], test[-1])  
colnames(data)

## [1] "Product\_Info\_1" "Product\_Info\_2" "Product\_Info\_3"   
## [4] "Product\_Info\_4" "Product\_Info\_5" "Product\_Info\_6"   
## [7] "Product\_Info\_7" "Ins\_Age" "Ht"   
## [10] "Wt" "BMI" "Employment\_Info\_1"   
## [13] "Employment\_Info\_2" "Employment\_Info\_3" "Employment\_Info\_4"   
## [16] "Employment\_Info\_5" "Employment\_Info\_6" "InsuredInfo\_1"   
## [19] "InsuredInfo\_2" "InsuredInfo\_3" "InsuredInfo\_4"   
## [22] "InsuredInfo\_5" "InsuredInfo\_6" "InsuredInfo\_7"   
## [25] "Insurance\_History\_1" "Insurance\_History\_2" "Insurance\_History\_3"  
## [28] "Insurance\_History\_4" "Insurance\_History\_5" "Insurance\_History\_7"  
## [31] "Insurance\_History\_8" "Insurance\_History\_9" "Family\_Hist\_1"   
## [34] "Family\_Hist\_2" "Family\_Hist\_3" "Family\_Hist\_4"   
## [37] "Family\_Hist\_5" "Medical\_History\_1" "Medical\_History\_2"   
## [40] "Medical\_History\_3" "Medical\_History\_4" "Medical\_History\_5"   
## [43] "Medical\_History\_6" "Medical\_History\_7" "Medical\_History\_8"   
## [46] "Medical\_History\_9" "Medical\_History\_10" "Medical\_History\_11"   
## [49] "Medical\_History\_12" "Medical\_History\_13" "Medical\_History\_14"   
## [52] "Medical\_History\_15" "Medical\_History\_16" "Medical\_History\_17"   
## [55] "Medical\_History\_18" "Medical\_History\_19" "Medical\_History\_20"   
## [58] "Medical\_History\_21" "Medical\_History\_22" "Medical\_History\_23"   
## [61] "Medical\_History\_24" "Medical\_History\_25" "Medical\_History\_26"   
## [64] "Medical\_History\_27" "Medical\_History\_28" "Medical\_History\_29"   
## [67] "Medical\_History\_30" "Medical\_History\_31" "Medical\_History\_32"   
## [70] "Medical\_History\_33" "Medical\_History\_34" "Medical\_History\_35"   
## [73] "Medical\_History\_36" "Medical\_History\_37" "Medical\_History\_38"   
## [76] "Medical\_History\_39" "Medical\_History\_40" "Medical\_History\_41"   
## [79] "Medical\_Keyword\_1" "Medical\_Keyword\_2" "Medical\_Keyword\_3"   
## [82] "Medical\_Keyword\_4" "Medical\_Keyword\_5" "Medical\_Keyword\_6"   
## [85] "Medical\_Keyword\_7" "Medical\_Keyword\_8" "Medical\_Keyword\_9"   
## [88] "Medical\_Keyword\_10" "Medical\_Keyword\_11" "Medical\_Keyword\_12"   
## [91] "Medical\_Keyword\_13" "Medical\_Keyword\_14" "Medical\_Keyword\_15"   
## [94] "Medical\_Keyword\_16" "Medical\_Keyword\_17" "Medical\_Keyword\_18"   
## [97] "Medical\_Keyword\_19" "Medical\_Keyword\_20" "Medical\_Keyword\_21"   
## [100] "Medical\_Keyword\_22" "Medical\_Keyword\_23" "Medical\_Keyword\_24"   
## [103] "Medical\_Keyword\_25" "Medical\_Keyword\_26" "Medical\_Keyword\_27"   
## [106] "Medical\_Keyword\_28" "Medical\_Keyword\_29" "Medical\_Keyword\_30"   
## [109] "Medical\_Keyword\_31" "Medical\_Keyword\_32" "Medical\_Keyword\_33"   
## [112] "Medical\_Keyword\_34" "Medical\_Keyword\_35" "Medical\_Keyword\_36"   
## [115] "Medical\_Keyword\_37" "Medical\_Keyword\_38" "Medical\_Keyword\_39"   
## [118] "Medical\_Keyword\_40" "Medical\_Keyword\_41" "Medical\_Keyword\_42"   
## [121] "Medical\_Keyword\_43" "Medical\_Keyword\_44" "Medical\_Keyword\_45"   
## [124] "Medical\_Keyword\_46" "Medical\_Keyword\_47" "Medical\_Keyword\_48"   
## [127] "training"

prop.table(table(response))

## response  
## 1 2 3 4 5 6   
## 0.10452838 0.11033832 0.01705933 0.02404810 0.09147707 0.18916825   
## 7 8   
## 0.13517792 0.32820262

feature.names <- names(data[-127])  
for( f in feature.names ){  
 if(class(data[[f]]) == "character"){  
 print(class(data[[f]]))  
 levels <- unique(c(train[[f]],test[[f]]))  
 train[[f]] <- as.integer(factor(train[[f]]), levels = levels)  
 test[[f]] <- as.integer(factor(test[[f]]), levels = levels)  
 data[[f]] <- as.integer(factor(data[[f]]), levels = levels)  
   
 }  
}  
  
data.roughfix <- na.roughfix(data)  
y = as.matrix(as.integer(unlist(response))-1)  
# Using training data to identify most important features with xgboost.  
system.time(model\_xgboost <- xgboost(data = data.matrix(data.roughfix[data.roughfix$training==1,]),   
 label = y,   
 nround = 10,   
 objective = "multi:softprob",   
 eval\_metric = "merror",  
 num\_class=8,  
 eta = 0.01, # learning rate   
 max.depth = 3,   
 missing = NaN,  
 verbose = TRUE,   
 print\_every\_n = 1,  
 early\_stopping\_rounds = 10 ))

## [1] train-merror:0.472912   
## Will train until train\_merror hasn't improved in 10 rounds.  
##   
## [2] train-merror:0.472912   
## [3] train-merror:0.472895   
## [4] train-merror:0.472575   
## [5] train-merror:0.472777   
## [6] train-merror:0.465974   
## [7] train-merror:0.465974   
## [8] train-merror:0.465907   
## [9] train-merror:0.466159   
## [10] train-merror:0.464980

## user system elapsed   
## 23.14 0.27 3.37

model\_dump <- xgb.dump(model\_xgboost, with\_stats = T)  
importance.matrix <- xgb.importance(names(data.roughfix), model\_xgboost)  
xgb.plot.importance(importance.matrix[1:30])
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medkeywords <- apply(data.roughfix[,79:126], 1, sum)  
data.roughfix$medkeywords <- as.integer(medkeywords)  
partition <- createDataPartition(response, times = 1, p = 0.75)  
training <- data.roughfix[data.roughfix$training==1,]  
  
y\_train <- y[partition$Resample1,]   
y\_test <- y[-partition$Resample1,]   
  
training\_train <- training[partition$Resample1,-127]  
training\_test <- training[-partition$Resample1,-127]  
system.time(model\_xgboost <- xgboost(data = data.matrix(training\_train),   
 label = y\_train,   
 nround = 100,   
 objective = "multi:softprob",   
 eval\_metric = "merror",  
 num\_class=8,  
 eta = 0.01,   
 max.depth = 3,   
 missing = NaN,  
 verbose = TRUE,   
 print\_every\_n = 1,  
 early\_stopping\_rounds = 10))

## [1] train-merror:0.465601   
## Will train until train\_merror hasn't improved in 10 rounds.  
##   
## [2] train-merror:0.464411   
## [3] train-merror:0.465466   
## [4] train-merror:0.465578   
## [5] train-merror:0.464703   
## [6] train-merror:0.465511   
## [7] train-merror:0.464456   
## [8] train-merror:0.457495   
## [9] train-merror:0.457271   
## [10] train-merror:0.457293   
## [11] train-merror:0.456934   
## [12] train-merror:0.457181   
## [13] train-merror:0.457383   
## [14] train-merror:0.468699   
## [15] train-merror:0.468991   
## [16] train-merror:0.468834   
## [17] train-merror:0.459224   
## [18] train-merror:0.469238   
## [19] train-merror:0.471035   
## [20] train-merror:0.471910   
## [21] train-merror:0.474335   
## Stopping. Best iteration:  
## [11] train-merror:0.456934

## user system elapsed   
## 36.29 0.67 5.22

pred <- predict(model\_xgboost, data.matrix(training\_test), missing=NaN)  
pred\_m<- matrix(pred, nrow=length(pred)/num.class, ncol=num.class)  
pred\_m = max.col(pred\_m, "last")  
confusionMatrix(factor(y\_test+1), factor(pred\_m))

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 1 2 3 4 5 6 7 8  
## 1 200 176 193 190 198 205 205 209  
## 2 201 210 194 200 209 191 207 187  
## 3 26 37 28 34 35 34 36 28  
## 4 44 56 54 53 37 37 40 46  
## 5 153 179 164 176 182 174 182 159  
## 6 362 379 341 366 337 353 345 314  
## 7 245 266 297 244 244 237 236 282  
## 8 608 612 578 583 635 629 598 585  
##   
## Overall Statistics  
##   
## Accuracy : 0.1244   
## 95% CI : (0.1191, 0.1298)  
## No Information Rate : 0.129   
## P-Value [Acc > NIR] : 0.9538   
##   
## Kappa : 0   
##   
## Mcnemar's Test P-Value : <2e-16   
##   
## Statistics by Class:  
##   
## Class: 1 Class: 2 Class: 3 Class: 4 Class: 5 Class: 6  
## Sensitivity 0.10875 0.10966 0.015143 0.02871 0.09696 0.18978  
## Specificity 0.89420 0.89258 0.982302 0.97584 0.90847 0.81178  
## Pos Pred Value 0.12690 0.13133 0.108527 0.14441 0.13294 0.12621  
## Neg Pred Value 0.87648 0.87128 0.875163 0.87616 0.87422 0.87492  
## Prevalence 0.12388 0.12900 0.124554 0.12435 0.12644 0.12529  
## Detection Rate 0.01347 0.01415 0.001886 0.00357 0.01226 0.02378  
## Detection Prevalence 0.10616 0.10771 0.017380 0.02472 0.09222 0.18841  
## Balanced Accuracy 0.50148 0.50112 0.498723 0.50228 0.50272 0.50078  
## Class: 7 Class: 8  
## Sensitivity 0.1276 0.32320  
## Specificity 0.8603 0.67449  
## Pos Pred Value 0.1151 0.12117  
## Neg Pred Value 0.8739 0.87771  
## Prevalence 0.1246 0.12193  
## Detection Rate 0.0159 0.03941  
## Detection Prevalence 0.1382 0.32523  
## Balanced Accuracy 0.4940 0.49885

model\_dump <- xgb.dump(model\_xgboost, with\_stats = T)  
importance.matrix <- xgb.importance(names(data.roughfix), model\_xgboost)  
xgb.plot.importance(importance.matrix[1:30])
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categorical\_string <- as.character("Product\_Info\_1, Product\_Info\_2, Product\_Info\_3, Product\_Info\_5, Product\_Info\_6, Product\_Info\_7, Employment\_Info\_2, Employment\_Info\_3, Employment\_Info\_5, InsuredInfo\_1, InsuredInfo\_2, InsuredInfo\_3, InsuredInfo\_4, InsuredInfo\_5, InsuredInfo\_6, InsuredInfo\_7, Insurance\_History\_1, Insurance\_History\_2, Insurance\_History\_3, Insurance\_History\_4, Insurance\_History\_7, Insurance\_History\_8, Insurance\_History\_9, Family\_Hist\_1, Medical\_History\_2, Medical\_History\_3, Medical\_History\_4, Medical\_History\_5, Medical\_History\_6, Medical\_History\_7, Medical\_History\_8, Medical\_History\_9, Medical\_History\_11, Medical\_History\_12, Medical\_History\_13, Medical\_History\_14, Medical\_History\_16, Medical\_History\_17, Medical\_History\_18, Medical\_History\_19, Medical\_History\_20, Medical\_History\_21, Medical\_History\_22, Medical\_History\_23, Medical\_History\_25, Medical\_History\_26, Medical\_History\_27, Medical\_History\_28, Medical\_History\_29, Medical\_History\_30, Medical\_History\_31, Medical\_History\_33, Medical\_History\_34, Medical\_History\_35, Medical\_History\_36, Medical\_History\_37, Medical\_History\_38, Medical\_History\_39, Medical\_History\_40, Medical\_History\_41")  
categorical\_names <- unlist(strsplit(categorical\_string, split = ", "))  
top30features <- importance.matrix$Feature[1:30]  
which(top30features %in% categorical\_names)

## [1] 3 4 10 11 12 13 14 16 19 20

top30categorical\_names <- top30features[which(top30features %in% categorical\_names)]  
# One-hot encoding top 15 categorical variables  
top30categorical\_factor <- as.data.frame(apply(data.roughfix[,top30categorical\_names],2,as.factor))  
categorical\_one\_hot <- as.data.frame(model.matrix(~.-1, top30categorical\_factor[-8])) # Except Medical\_History\_2 which has too many levels.  
categorical\_one\_hot2 <- as.data.frame(sapply(categorical\_one\_hot,as.factor))  
str(categorical\_one\_hot2)

## 'data.frame': 79146 obs. of 677 variables:  
## $ Medical\_History\_231 : Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 2 ...  
## $ Medical\_History\_232 : Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Medical\_History\_233 : Factor w/ 2 levels "0","1": 2 2 2 2 2 2 2 2 2 1 ...  
## $ Medical\_History\_42 : Factor w/ 2 levels "0","1": 1 1 2 2 2 2 2 2 2 2 ...  
## $ Medical\_History\_302 : Factor w/ 2 levels "0","1": 2 2 2 2 2 2 2 2 2 2 ...  
## $ Medical\_History\_303 : Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Employment\_Info\_210 : Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Employment\_Info\_211 : Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Employment\_Info\_212 : Factor w/ 2 levels "0","1": 2 1 1 1 1 1 1 2 1 1 ...  
## $ Employment\_Info\_213 : Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Employment\_Info\_214 : Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Employment\_Info\_215 : Factor w/ 2 levels "0","1": 1 1 1 1 1 2 1 1 1 1 ...  
## $ Employment\_Info\_216 : Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Employment\_Info\_217 : Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Employment\_Info\_218 : Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Employment\_Info\_219 : Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Employment\_Info\_22 : Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Employment\_Info\_220 : Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Employment\_Info\_221 : Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Employment\_Info\_222 : Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Employment\_Info\_223 : Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Employment\_Info\_224 : Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Employment\_Info\_225 : Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Employment\_Info\_226 : Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Employment\_Info\_227 : Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Employment\_Info\_228 : Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Employment\_Info\_229 : Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Employment\_Info\_23 : Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Employment\_Info\_230 : Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Employment\_Info\_231 : Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Employment\_Info\_232 : Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Employment\_Info\_233 : Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Employment\_Info\_234 : Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Employment\_Info\_235 : Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Employment\_Info\_236 : Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Employment\_Info\_237 : Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Employment\_Info\_238 : Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Employment\_Info\_24 : Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Employment\_Info\_25 : Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Employment\_Info\_26 : Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Employment\_Info\_27 : Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Employment\_Info\_28 : Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Employment\_Info\_29 : Factor w/ 2 levels "0","1": 1 1 2 2 2 1 1 1 2 1 ...  
## $ Medical\_History\_402 : Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Medical\_History\_403 : Factor w/ 2 levels "0","1": 2 2 2 2 2 2 2 2 2 2 ...  
## $ Medical\_History\_282 : Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Medical\_History\_283 : Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ InsuredInfo\_53 : Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Medical\_History\_62 : Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Medical\_History\_63 : Factor w/ 2 levels "0","1": 2 2 2 2 2 2 2 2 2 2 ...  
## $ Medical\_History\_210 : Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Medical\_History\_2100: Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Medical\_History\_2101: Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Medical\_History\_2102: Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Medical\_History\_2103: Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Medical\_History\_2104: Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Medical\_History\_2105: Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Medical\_History\_2106: Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Medical\_History\_2107: Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Medical\_History\_2108: Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Medical\_History\_2109: Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Medical\_History\_211 : Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Medical\_History\_2110: Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Medical\_History\_2111: Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Medical\_History\_2112: Factor w/ 2 levels "0","1": 2 1 1 1 1 1 1 1 1 1 ...  
## $ Medical\_History\_2113: Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Medical\_History\_2114: Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Medical\_History\_2115: Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Medical\_History\_2116: Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Medical\_History\_2117: Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Medical\_History\_2119: Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Medical\_History\_212 : Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Medical\_History\_2120: Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Medical\_History\_2121: Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Medical\_History\_2122: Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Medical\_History\_2123: Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Medical\_History\_2124: Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Medical\_History\_2125: Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Medical\_History\_2126: Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Medical\_History\_2127: Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Medical\_History\_2128: Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Medical\_History\_2129: Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Medical\_History\_213 : Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Medical\_History\_2131: Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Medical\_History\_2132: Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Medical\_History\_2133: Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Medical\_History\_2134: Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Medical\_History\_2135: Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Medical\_History\_2136: Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Medical\_History\_2137: Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Medical\_History\_2138: Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Medical\_History\_2139: Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Medical\_History\_214 : Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Medical\_History\_2140: Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Medical\_History\_2141: Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Medical\_History\_2142: Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Medical\_History\_2143: Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Medical\_History\_2144: Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Medical\_History\_2145: Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 2 1 1 ...  
## [list output truncated]

data.roughfix2 <- cbind(data.roughfix, categorical\_one\_hot2)  
  
system.time(model2 <- xgboost(data = data.matrix(data.roughfix2[data.roughfix2$training==1,]),   
 label = y,   
 nround = 100,   
 objective = "multi:softprob",   
 eval\_metric = "merror",  
 num\_class=8,  
 eta = 0.01,   
 max.depth = 3,   
 missing = NaN,  
 verbose = TRUE,   
 print\_every\_n = 1,  
 early\_stopping\_rounds = 10 ))

## [1] train-merror:0.471615   
## Will train until train\_merror hasn't improved in 10 rounds.  
##   
## [2] train-merror:0.471615   
## [3] train-merror:0.471599   
## [4] train-merror:0.471531   
## [5] train-merror:0.471531   
## [6] train-merror:0.464610   
## [7] train-merror:0.464745   
## [8] train-merror:0.464677   
## [9] train-merror:0.464492   
## [10] train-merror:0.474007   
## [11] train-merror:0.463330   
## [12] train-merror:0.473266   
## [13] train-merror:0.473721   
## [14] train-merror:0.473721   
## [15] train-merror:0.473603   
## [16] train-merror:0.473721   
## [17] train-merror:0.473518   
## [18] train-merror:0.473266   
## [19] train-merror:0.473215   
## [20] train-merror:0.473266   
## [21] train-merror:0.473182   
## Stopping. Best iteration:  
## [11] train-merror:0.463330

## user system elapsed   
## 285.91 1.20 38.83

model\_dump <- xgb.dump(model2, with\_stats = T)  
importance.matrix <- xgb.importance(names(data.roughfix2), model2)  
xgb.plot.importance(importance.matrix[1:30])
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folds <- createFolds(response, 2)  
training <- data.roughfix[data.roughfix$training == 1,]  
cv\_results <- lapply(folds, function(x){  
 train <- data.matrix(training[-x,])  
 test <- data.matrix(training[x,])  
 model <- xgboost(data = train,  
 label = y[-x],  
 nround = 100,   
 objective = "multi:softprob",   
 eval\_metric = "merror",  
 num.class=8,  
 eta = 0.01,   
 max.depth = 3,   
 missing = NaN,  
 verbose = TRUE,   
 print\_every\_n = 1,  
 early\_stopping\_rounds = 10  
 )  
   
 model\_pred <- predict(model, test, missing=NaN)  
 pred\_m<- matrix(model\_pred, nrow=length(model\_pred)/num.class, ncol=num.class)  
 pred\_m = max.col(pred\_m, "last")  
 actual <- response[x]  
 qwkappa <- Metrics::ScoreQuadraticWeightedKappa(actual, pred\_m)  
 print(qwkappa)  
 return(qwkappa)  
})

## [1] train-merror:0.480112   
## Will train until train\_merror hasn't improved in 10 rounds.  
##   
## [2] train-merror:0.480112   
## [3] train-merror:0.479977   
## [4] train-merror:0.479977   
## [5] train-merror:0.478933   
## [6] train-merror:0.478866   
## [7] train-merror:0.472163   
## [8] train-merror:0.472264   
## [9] train-merror:0.472332   
## [10] train-merror:0.472163   
## [11] train-merror:0.472332   
## [12] train-merror:0.472399   
## [13] train-merror:0.471995   
## [14] train-merror:0.482267   
## [15] train-merror:0.482301   
## [16] train-merror:0.480044   
## [17] train-merror:0.481223   
## [18] train-merror:0.481089   
## [19] train-merror:0.479741   
## [20] train-merror:0.479741   
## [21] train-merror:0.477586   
## [22] train-merror:0.477417   
## [23] train-merror:0.477451   
## Stopping. Best iteration:  
## [13] train-merror:0.471995  
##   
## [1] -0.009338625  
## [1] train-merror:0.468609   
## Will train until train\_merror hasn't improved in 10 rounds.  
##   
## [2] train-merror:0.467632   
## [3] train-merror:0.467733   
## [4] train-merror:0.461570   
## [5] train-merror:0.461367   
## [6] train-merror:0.470731   
## [7] train-merror:0.471169   
## [8] train-merror:0.471101   
## [9] train-merror:0.471135   
## [10] train-merror:0.471034   
## [11] train-merror:0.471303   
## [12] train-merror:0.471101   
## [13] train-merror:0.471303   
## [14] train-merror:0.471472   
## [15] train-merror:0.471405   
## Stopping. Best iteration:  
## [5] train-merror:0.461367  
##   
## [1] 0.006995061

cv\_results

## $Fold1  
## [1] -0.009338625  
##   
## $Fold2  
## [1] 0.006995061