**Materials and methods**

<Reviewer 1>

Line 213-256: this part of the 'Material and Methods' section is quite long and could be easily resumed by means of a figure such as the one used in Mackas et al. 2012 (their Fig. 4 in "Changing zooplankton seasonality in a changing ocean: Comparing time series of zooplankton phenology"; 10.1016/j.pocean.2011.11.005). I would appreciate more information about how was assessed the quality of the logistic models.

Line 289: "Filling in missing values". Did the authors controlled for possible biases when 'modelled' data were estimated? This step could be considered as a data pre-treatment. When missing data are re-estimated, it could be useful (and more robust) to use sensitivity analysis approaches in combination with the numerical analyses to avoid possible biases.

Line 294: "Analysis of the long-term dynamics of the studied parameters". I do not understand why the authors want to estimate linear trends instead of estimating trends over time by finding the best fit in the long-term dynamic of each parameter, or by using alternative methods such as the modified Mann-Kendall trend test or the Spearman's rank correlation coefficient. If the main reason is to use the residuals from this analysis for the part devoted to "Relationship of the abundance of the species and its phenological indicators" (Line 344-368), it is required to check whether the assumptions associated with each linear regression model are met (normality, no auto-correlation, homoscedasticity) by examining the residuals.  
  
Line 322: "Factors, influencing phenology". I would suggest to present how the CCA works and the different steps of this analysis before explanations about the 'phenological' and 'predictor' matrices.

<Reviewer 2>

Similarly the R code used for statistical analysis does not seem to be openly accessible, as it is more and more the case (through an online platform such as GitHub).

Regarding the time series analysis, the seasonal effect should be removed before testing the long-term trend, but it seems that it is not the case here. The seasonal effect could for instance be removed using a Seasonal and Trend decomposition using Loess (or STL; Cleveland et al. 1990). This can be performed in R using the stlplus package (Hafen, 2016) for instance. Then, I would have rather used the Generalized Least Squares (GLS) method to test the significant of the trends, rather than a simple linear regression, in order to take into account the auto-correlation of the residuals, that usual prevent the use of a linear regression on a time series. The GLS can for instance be performed using the nlme package in R (Pinheiro et al., 2018). To do this, the level of auto-correlation can be determined using a partial auto-correlogram of the residuals of a simple linear model. The applicability of a linear model also needs to be verified (normality and homoscedasticity).

- Line 344: which version of the vegan package did you use?

- Line 367: "We did not evaluate statistical significance of the Royama's correlation coefficients": why?

Cited references:  
Cleveland, R.B., Cleveland, W.S., McRae, J.E. and Terpenning, I., 1990. STL: A seasonal-trend decomposition. Journal of official statistics, 6(1), pp.3-73.  
Hafen, R. (2016) stlplus: Enhanced Seasonal Decomposition of Time Series by Loess. R package version 0.1.5. [https://CRAN.R-project.org/package=stlplus](https://CRAN.R-project.org/package=stlplus" \t "_blank).  
Pinheiro, J., Bates, D., DebRoy, S., Sarkar, D. & R Core Team (2018) nlme: Linear and Nonlinear Mixed Effects Models. R package version 3.1-131.1. [https://CRAN.R-](https://CRAN.R-" \t "_blank) [project.org/package=nlme](http://project.org/package=nlme" \t "_blank).

**Results**

<Reviewer 1>

Line 371: "Seasonal dynamics: temperature and zooplankton species abundance". Following my previous suggestion about species, it could be easier and informative to resume all information in a Table with, for each species, information about both their abundance peak and the dates of phenological events. Because of the pre-treatment procedure applied to fill missing values, could these values be biased?

Because the significance of the trends might be related to the selection of the method (linear regressions) and because this method could be strongly impacted not only by autocorrelation (a potential biased related to temporal autocorrelation has been considered by the authors well) but also by outliers (see, for example, Fig. 4A and B with the exceptional event in the early 1970s), I would suggest to strengthen the results by using another way of calculating trends.

Line 426: "Long-term dynamics: factors influencing phenology timing". In line with my comment about species, a table that resumes changes in the timing of environmental and climate events would be helpful for the readers. As mentioned above, I wonder in what extent these results could be impacted by the data pre-treatment. I would suggest, if the authors decide to not perform sensitivity analysis, to provide more information about missing values in the time series (i.e. at the end of the time series, at the beginning, all along the time period, etc…).  
Line 426: "[…] since they displayed high variance inflation factor". Please, clarify how this was assessed.

Line 445: "The whole model was statistically significant (Table 1a) and explained 40.9% […] It accounted for 14.6% of total inertia". I would suggest to comment more about the meaning of these percentages. The authors should explain better if the percentage of explained variance is high enough to be confident about the robustness of the results. Is the CCA influenced by the high variations in both Acartia and Microsetella abundances that we can observed early 2010s we compared with the previous years?  
  
Line 466: "Relationship of the abundance of the species and its phenological indicators". I would suggest to the authors to explain here why they focused only on the "start-of-season date" without consideration for the other phenological events. Note that I do not understand why the authors did not evaluate the statistical significance of the Royama's correlation coefficients.

<Reviewer 2>

- Fig. 3: I suggest to either transpose the x and y axes to have the Julian days along the x axis as in the Fig. 2, and/or to add the mean values of the 5 phenological events of 3A on 3B with lines.

- Fig. 4 and 5: Find a way to better highlight the significant trends (p<0.01), for instance using red lines instead of blue lines?

- Fig. 6: what are the small dots? Indicate it in the figure legend. You could also number them and indicate for each number/dot to what it correspond in the legend.  
  
- Table 1: I am not sure that Table 1 is necessary. Personally, I do not show these values when I perform a CCA in a manuscript. I just indicate the global significance of the analysis (p-value and % of constrained variances) in the text if the results.

- Line 469: would it be possible to estimate a p-value here (cf. corresponding comment in the Methods section).

<Reviewer 3>

Line 443 onwards: do you mean 40.0% of the variability was explained by the model? Inertia is a very unusual word, please use the common expressions when referring to the CCA model and axis

CCA: when analysing the factors influencing phenology, why did you remove all the factors from the CCA? I would suggest including the different events, start spring, end spring…. Into the CCA as it is usually done to display the correlations, even if no correlation between events and abundances can be established instead of omitting the data.