Instructions

1. Follow the instructions in question carefully.
2. A Jupyter notebook along with the output for each cell is expected. Please do not submit zip or rar files.
3. Any assignment submitted using other python IDEs are not considered for grading.

**Problem statement**:

In this assignment, you will be working with a dummy advertising data set, which indicates whether an internet user clicked on an advertisement on a company website. Create a model that will predict whether a user will click on an ad based on the profile of that user.

This data set contains the following features:

\* 'Daily Time Spent on Site': consumer time on site in minutes

\* 'Age': cutomer age in years

\* 'Area Income': Avg. Income of geographical area of consumer

\* 'Daily Internet Usage': Avg. minutes a day consumer is on the internet

\* 'Ad Topic Line': Headline of the advertisement

\* 'City': City of consumer

\* 'Male': Whether or not the consumer was male

\* 'Country': Country of consumer

\* 'Timestamp': Time at which consumer clicked on Ad or closed window

\* 'Clicked on Ad': 0 or 1 indicated clicking on Ad

For the dataset (Advertising dataset), implement the Decision Tree classifier using Python. [9M]

Dataset: [advertising.csv](https://bits-pilani.instructure.com/courses/741/files/139482?wrap=1)[![Preview the document](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABAAAAAQCAMAAAAoLQ9TAAACE1BMVEUAAABBe544cZhHf6GeuctBe55DfJ8qaJAAACiBpr4kY4wZXYcRVYMKUoAETXwBSnsASnsASXoeUnXdYQBxIQCqVgSaXSp/OhH///////6WssXF0ef9//uSscSZtshOdLHU3e2VssaLrsNKcbJmgraAiKxcgsV2o96Drt5veqVAYZ1Ha6ORsMSGqcGBorl/hKlwpequ2vL8/f0VVH6Pr8Xj6O1DfJvY4eaYtcZLcbFSeLfk6/NJbatFaasvU5F7obXw9viXtMnC1OGgvtJ/pb7x9/uYtcj///3h5+iy1OmYvOOv5ft4eZTQ3uasxtOPsMJ1m6/V3u5Pb6hfhcqUtsr7//+82fHA5vXH6vmryNVecZ7L2eVkk6tmkKva3eJ3ot6ozufB3PLD5fXc8/zc9fzS5u2rrLvh6fE0bZJgka2rxdZEY596p+CWuOC93/PX9fzj+Pv2+//h4OFMZKHm7fGTscVYh6n09vNmcZqy5/603PHY9vvs+v5QZar/+eDh6/Hd5u9QgqNNc7M5XaAvO2eq1+bY///h5utNW4y+k3DxfADY2taat8dMgKHP3+b2+vmSj59oZn6Xm6n08ePrpjn//drbZQD4+fo/c5fX4O9Da6pLca5Lca9PdbFLcK1Jb605VIzCfTX//MCLr8Tx8/Y6b5Pv5N/WsnP//sXa3ePGzdc2bpSt1vA0bZMbRGnI1t/+/frn78KZAAAAGHRSTlMAANfm/ebmAAD92svLy8vLy8vJ+Bj79UD9QVyCAAAAxklEQVQYV2NiYPCXc1Ms1XWJYeJgZGBgYGJgsK1808zdpOZu8vs/I1hgzey6hbs7bizgZGQFigAFHr3r/PqE9fdvURsbtv/sQAHmnw/uafDk5Dz46svM9RMowMrOxXPvXl3d169zlcFaeH5+5ebmVgIDsICShZVKjQovGIAFeI/z8GzhgQCIFmaILELFX4jscqBJYAFuZm4wKIBr+TtrJkQIpqKxrp63H2qoCMiM+rramp/VVZUVrKxTGYECfZMDoICdPY8JAFfdOscRSm1SAAAAAElFTkSuQmCC)](https://bits-pilani.instructure.com/courses/741/files/139482?wrap=1)

**QUESTIONS:**

Q-1: Load the dataset and print the metadata in the notebook. 1M

Q-2: Print a heatmap to check NULL values. 1M

Q-3: Perform stratified splitting of train and test data. 1M

Q-4: Build a classifier model using the Decision Tree algorithm. 2M

Q-5: Print confusion matrix and classification report before and after pruning the Decision tree. (1+1)M

Q-6 Plot the final decision tree model. 1M

Q-7: Find out the stratified cross-validation accuracy 1M.

For any Queries, Contact: [murtuza.dahodwala@wilp.bits-pilani.ac.in](mailto:murtuza.dahodwala@wilp.bits-pilani.ac.in)