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# Introduction

The ever-increasing rate of videos surfacing on the internet has been astonishing. YouTube, With the ease it offers, has been the best and a popular platform for people all across the globe to upload their videos online on diverse and versatile topics. More than 500 hours of video were uploaded to YouTube per minute as of June 2022. This comes up to almost 30,000 hours of fresh information uploaded per hour.

A vast array of videos is available on the internet on a wide spectrum of topics from education and entertainment to self-help guides and social activism. Videos are one of the most effective means to convey and comprehend information. It can be considered as one of the most effective tools for learning as they can visually and audibly convey concepts and ideas.

The covid-19 pandemic has boosted the growth of such online contents to the next level. Videos had become the major source of information across domains during the pandemic period allowing people to know things happening world-wide staying at home. Videos played major role especially in the field of education not hindering the learning of students.

While Videos play extremely important roles in our life these days, it is even important that the user gets access to the best video in search for without wasting much of their time. Often the videos available can waste our precious time as they may not necessarily contain the information we are looking for.

Students may waste enormous time in searching for the best lecturing videos. The video thumbnails may sometimes be misleading and may waste our time making us watch it without extracting the required information which makes it necessary to adopt a methodology which can help people knowing the context of the videos before watching the videos so that the viewer has an idea and understanding of the video before devoting his precious time into it. Beyond the realm of education, video summarizing has a number of advantages and is frequently used in industries like media, law, and business, where it may be used to glean important information from voluminous video material.

A concise video summary aids users in aligning their needs with the content, benefiting individuals with diverse preferences. An audio version of the summary is valuable for those who prefer not to read, ensuring accessibility for individuals with visual or auditory impairments.

So, a method is imposed that provides a concise summary of the input video. Video’s Audio transcript is summarized also the content extracted from the video frames is summarized and an overall summary is obtained. Our proposed approach deals mainly with three parts i.e., obtaining the audio transcript of the video, extracting the text present in the images of video’s (video frames) at regular intervals, obtaining the overall summary of both transcripts both as text and as audio.

Although there may be many existing models for the problem there is less focus on the overall summary of the video i.e., an approach that summarizes not just the audio transcript but also the video frames i.e., images of the video. It is very important to even extract the useful, significant information from images of videos along with the audio part of the video.

Our Proposed approach concentrates on this part. The video id/URL is fed as input and inbuilt python modules such as YouTube-Transcript API for videos with subtitles otherwise the videos’ audio is downloaded and is converted to wav format (using ffmpeg or any other pythons’ built-in modules) and Automatic Speech Recognition (ASR) is used for audio to text conversion. The video is split into multiple frames and the text is extracted from the frame using some Optical Character Recognition (OCR) Technique. The transcripts obtained from both i.e., from audio and images is summarized independently and compared to get an overall summary.

For Summarization, which is basically of two types extractive and abstractive. The texts extracted from images and audio is summarized by both the methods. While our major focus remains on improvising the already existing methods of abstractive summarization. Also, a hybrid summarization method can be adopted by combining both extractive and abstractive summarization. For conversion of summarized text to audio format a python module ‘pyttsx3’ can be used.

The Summarized part is evaluated Using ROUGE ((Recall-oriented understudy for Gisting evaluation) which helps in measuring the overlap or similarity between the reference text and the summarized text.

# Literature Survey

The field of video summarization has been extensively studied. However, as it remains challenging to construct an accurate summary, it continues to be a study area. The videos can be summarized most effectively using machine learning and natural language processing techniques, based on earlier approaches.

*A. Audio Extraction from the video and its transcript*

Researches in the field of audio to text have focused on developing models that can accurately transcribe the audio using various methods such as Speech recognition and Natural Language Processing (NLP). In few of the Earlier Approaches the Audio Transcript was obtained by YouTube Transcript API which is a python API used to obtain the transcript for the given YouTube Video. While, in some other approaches the transcript was obtained by downloading the audio of the Video and converting it into wav (mp3 or any other format to wav) format and then speech to text conversion could be done with the help of a Transformers’ such as Hugging face Transformers’ Automatic speech Recognition (ASR). Automatic Speech Recognition (ASR) converts speech signals to text by mapping a sequence of Audio inputs to text outputs.

Also, Pythons’ several built in modules have been used in earlier researches such as MoviePy which allows to work with videos such as video editing, processing etc., pydub which can be used for converting the audio from any format to wav format (in context of audio transcription) as the wav format is useful for transcription.

Apart from these there has been significant researches in the field of Audio transcription such as using convolutional transformers with ASR’s (Automatic speech recognition) and also using Mel-Frequency Cepstral Coefficient (MFCC) feature extraction technique and Minimum Distance Classifier, Support Vector Machine (SVM) for speech classification is used in one of the earlier research projects.

Long short-term memory (LSTM) can also be used for tasks involving text, speech, textual sequences etc.

*B. Text extraction from video frames(image)*

The previous researches in the field of image to text have tried developing a model to accurately transcribe the text present in the audio using techniques such as Optical Character Recognition (OCR). Optical Character Recognition is a technology used to convert scanned images of text or handwritten documents into editable and searchable text. It automates the process of extracting characters and words from images.

Also, pythons’ built in modules such as tesseract, which is an open-source Optical Character Recognition (OCR) developed by Google. It can be used to extract text from images, scanned documents or printed materials and converts it into text.

Some other researches include, using Maximally Stable Extremal Regions (MSER) which is an image processing technique used for detecting regions in images (in our case text) and Fuzzy means Clustering technique (FCM).

Multi-frame text tracking is a technique used in computer vision to track and maintain the continuity of text content across multiple consecutive frames in a video sequence. By analysing text present in previous frames, deep neural networks can enhance the accuracy and robustness of text recognition in real-time or dynamic scenarios.

Convolutional Neural Networks (CNN) can be used for image and video processing tasks. It can be used for extracting visual features from images containing text. It is useful in finding regions of interest in images (video frames in our case) where text is present which makes the text recognition more accurate.

OpenCV which is an open-source computer vision and machine learning library that provides the functionalities to perform Optical Character Recognition (OCR) , enabling extraction of text from images.

*C. Text (Transcript) Summarization*

From the earlier researches made it is known that there are two types of summarization methods i.e., extractive and abstractive. While, Extractive summarization deals with extracting the important parts of the given text to be summarized to create a condensed version of the original text. It tokenizes the input text into sentences or phrases, calculates features for each which may include metrics like Term Frequency- Inverse Document Frequency (TF-IDF), word frequency, position in text etc. It then assigns the scores to each sentence based on the computed features using approaches such as TF-IDF scores, cosine similarity, graph-based algorithms or many other machine learning models. It the selects the top-ranking sentences and arrange them in a coherent and meaningful way to form an extractive summary. Whereas, Abstractive summary is a method of summarization which summarizes a given piece of text in a way that is not constrained to selecting existing sentences or phrases from the original text. Instead, it may also contain new phrases and sentences to convey the main ideas present in the text. Similar to extractive summarization input text is tokenised converting the words, phrases or sentences into a numerical representation suitable for the model which may include word embeddings such as Word2Vec, GloVe which are components of Natural language Processing (NLP). This can further be trained using machine learning or deep learning model such as sequence-to-sequence models, transformer-based models (e.g., BERT) or RNN’s (Recurrent Neural Network) to generate the summary.

Some of the previous works show an yet another type of summarization method called as hybrid model which forms a blend of both extractive and abstractive summarization methods. One such example is the split and merge method which uses both the basic types of summarizations to obtain the best effects by utilising both. It is particularly useful when the length of the summarization text exceeds a certain level when dealing with Pythons’ inbuilt modules, As Pythons’ inbuilt modules do not support their functionality after a specific level.

Python has several built-in modules for both extractive and abstractive summarization techniques.

SpaCy for extractive summarization which is an open-source Natural Language Processing library which can be used for performing various NLP tasks including tokenization, sentence segmentation and more.

Google T5 and Pegasus on the other hand are used for abstractive summarization which can be used to obtain a short synopsis of the entire Video. Google T5 is a transformer-based model designed for NLP tasks. Pegasus is another transformer-based model developed by Google Research, primarily designed for abstractive text summarization. However, both these models have input text size limitation i.e., 512 for Google T5 and 1024 for Pegasus thereby introducing another type of summarization in the previous researches. These limitations have invented some hybrid methods in the earlier publications which first finds the extractive summary of a given text and then reduces it further by finding it abstractive summary to get an overall concise summary.

A transformer-based summarization pipeline is structured methodology integrating various components which can be used for text summarization. It does not autonomously generate summaries but relies on a transformer model, a sophisticated neural network architecture. The pipeline processes tokenized input data and applies learned patterns to generate condensed representations. It is a tool that aids in summarizing and extracting essential information from input text.

An yet another approached way is using BERT, a general-purpose language model, although not specifically designed for developing summaries it can be used in summarization pipeline to generate summaries. It has more complex pipeline and some addition layer for summarization.

Artificial Neural Network (ANN), a computational model inspired by human’s brain structure and Multi-Layer Perceptron (MLP) is a type of artificial neural network. ANN and MLP’s can be utilised to build models for text summarization. ANN’s support both extractive and abstractive summarization.

From all the earlier observations and researches made it can be outlined that tremendous work has been done in the context of audio transcription, extraction of text from images, video processing and text summarization. There has not been significant work in Overall video summarization. Hence, our approach will work towards an overall video summarizer i.e., an overall and concise text summary of the video’s audio and the video frames using appropriate machine learning and deep learning algorithms.
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