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摘 要 数据的世系描述了数据的产生及变化的过程，它应用于数据挖掘、数据核查、数据恢复和引用等很多领域。*k*-匿名数据是一种特殊的不确定数据，它是由确定值根据相应的泛化树派生出来的，因此，*k*-匿名数据的世系包含泛化树及派生规则。通过对*k*-匿名数据生成过程的分析，提出了泛化树的形式化定义，在此基础上，从数据接收者角度提出了它的构造算法，使接收者能够更方便有效的对数据进行挖掘分析。现有的对不确定性数据的挖掘算法并不适用于*k*-匿名数据，为了解决这个问题，把*k*-匿名数据的世系应用到挖掘中去，基于泛化树提出了针对*k*-匿名数据的关联规则挖掘算法，最后，通过与原始数据挖掘实验对比，验证了新算法的可行性，并且通过理论分析证明了新算法与传统算法相比降低了挖掘的时间复杂度，提高了挖掘效率。
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数据的世系描述了数据产生、随时间推移而演变的整个过程，它的应用领域广泛，包括数据质量评价、数据核查、数据恢复和数据引用等。因此，世系在越来越多的应用中扮演着关键的角色。但是，现在对不确定数据的世系的研究工作很有限，对*k*-匿名数据的世系研究工作更是还没有开始。根据数据世系的定义，数据世系应包含静态的源数据信息和动态的数据演化过程。*k*-匿名数据的世系描述了静态数据源（即原始表）通过泛化树进行演化，最终得到*k*-匿名表的过程。本文据此提出了*k*-匿名数据世系（provenance of *k*-anonymous data）的定义。

为了进行隐私保护，我们现在得到的很多数据是以*k*-匿名数据的形式出现，但是要对这些数据挖掘分析就存在了很多困难。*k*-匿名数据是一种特殊的不确定性数据，它的元组还原成确定的数据后，每个可能世界出现的概率是相等的。现有的对不确定性数据的挖掘方法是建立在概率不等的基础上，它们大多根据概率大小判定不确定性数据属于哪一类或者哪一组。如果依然用这些方法对*k*-匿名数据进行分析，产生的可能世界将会随着数据量的增大呈指数级增长。如：使用U-Apriori[1]挖掘算法进行关联规则挖掘，一条*k*-匿名数据中的元组就可能产生几十种等概率出现的可能世界，当元组较多时，所需的计算量是巨大的，并不适用于*k*-匿名数据。*k*-匿名数据与不完全数据也不同，它是通过人为的经验来进行数据的隐私保护。接收者无法得到它的原始数据，也无法通过基于贝叶斯理论、决策树等处理不完全数据的方法来对其进行处理。因此，找出一种适用于*k*-匿名数据的挖掘方法是*k*-匿名隐私保护模型亟待解决的问题。

由于*k*-匿名数据的世系描述了原始表通过泛化树进行演化，得到*k*-匿名表的过程，所以我们可以根据世系找出原始表与*k*-匿名表之间的关系，并把它应用到*k*-匿名数据的挖掘中。从*k*-匿名数据世系的定义中我们知道*k*-匿名表是原始表根据特定的泛化树泛化而成的[2]，因此泛化树是世系中最重要的组成部分，不过作为数据接收者，我们仅能得到经过处理后发布的*k*-匿名表，而无法得到泛化树，但是我们可以通过对*k*-匿名数据生成过程的分析推测出泛化树，进而把它应用到挖掘中去。本文首先提出泛化树和世系的定义，根据定义推出泛化树的构造算法，然后基于所构造的泛化树提出新的关联规则挖掘算法，取代了列举所有可能世界的传统算法，极大的减少了计算量，降低了挖掘分析的时间复杂度，最后，通过与原始数据的挖掘结果对比，验证了新算法的可行性。

**1 相关工作**

**1.1 数据的世系**

近年来，数据的世系得到了越来越多的关注[3]。从1990年Y. Richard. Wang等研究异构数据库系统中数据的世系以来[4]，很多研究者从不同角度定义了数据的世系，影响较大的有以下几种：

1991年，D. P. Lanter定义了GIS中数据的世系（data lineage）是有关产生这个数据项的原始素材和演化过程的信息[5]。1997年，A. Woodruff等定义数据的世系（data lineage）是有关数据处理历史的信息集合，包括数据起源（源数据的标识符、所属文件、文件的操作信息）和数据演化过程（运用的算法和相应参数）[6]。 2000 年，Y. Cui等定义数据的世系（data lineage or provenance）是关于数据演化信息的集合[7]。2001年，P. Buneman等限定在数据库应用中定义数据的世系（data provenance, lineage or pedigree）是数据库中数据项的源数据和处理过程[8]。2005年，Y. L. Simmhan等定义数据的世系（data provenance）是用于确定输出数据的演化历史和源数据信息[9]。2007年，B. Glavic等定义数据的世系（data provenance, lineage or pedigree）包括数据项的产生和具有当前的表现形式所经历的处理过程和源数据信息[10]。但是，目前还没有人对*k*-匿名数据这种特殊的不确定性数据提出它的世系。

**1.2 数据挖掘**

针对面向不确定数据的挖掘方法，文献[1]提出了不确定数据的关联规则挖掘算法U-Apriori，它是经典关联规则挖掘算法的改进，该文中提出以期望支持度取代传统的项集支持度记数，并且为了提高效率，U-Apriori还对原始数据集采用LGS-trimming技术修剪掉那些低概率出现的项，文献[11]在分析移动数据聚类时首次提出了基于K-means的不确定聚类算法UK-means，文献[12]对UK-means算法进一步改进，在数据建模过程中采用取样技术选取满足一定PDF的数据对象，并引入了最小边界矩形MBR（minimum bounding rectangle）来描述数据点可能出现的区域，并提出了多种剪枝策略来降低聚类过程中所计算的距离期望的数量，文献[13]提出了不确定性数据的近似聚类算法，包括不确定的K-means，K-median，K-center，这些算法仅是伪近似算法，S. Guha等在文献[14]中对此问题进行了进一步研究，提出了一个真正意义上的近似聚类算法。虽然不确定数据挖掘工作已经取得了很大的成效，对于*k*-匿名这种特殊的不确定数据仍然未见有效的方法。

Arik Friedman等在文献[15]中提出了在数据挖掘的同时对数据进行*k*-匿名隐私保护的方法，它是作为发布者对原始数据进行挖掘并将其*k*-匿名后发布挖掘结果。与文献[15]不同，本文从*k*-匿名数据接收者的角度出发，以发掘*k*-匿名数据中隐含的知识为目的，提出了对*k*-匿名数据的关联规则挖掘算法。

**2 基本定义**

设*T*(*U*)为一个关系表，其中 *T* 为表名, *U*={*U1*, *U2*,…,*Un*}为属性集,为了方便，将*U*分为以下三类[16]：(1)身份属性(identity attribute,记做*Ui*)，可以唯一地标识一个人，如姓名、地址等，这些属性在信息发布之前就必须移除；(2)敏感属性(sensitive attribute，记做*US*)，如疾病等，这些属性值是隐私必须受到保护；(3)准标识符(quasi-identifier，记做*UQI*)这些属性可能与外界已经发布的信息相连接从而泄露隐私(如年龄、区号等属性)，必须对这些属性值进行处理(如泛化操作)才可以发布。

原始数据 泛化树 k-匿名数据

**表 1 原始数据表 *T***

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| ID | Gender | Age | Zip-code | Disease |
| 1 | M | 25 | 90210 | AIDS |
| 2 | F | 43 | 90211 | AIDS |
| 3 | M | 29 | 90212 | Cancer |
| 4 | M | 41 | 90213 | AIDS |
| 5 | F | 41 | 07620 | Cancer |
| 6 | F | 40 | 07620 | Flu |
| 7 | M | 48 | 07620 | None |
| 8 | F | 40 | 07620 | Flu |
| 9 | F | 40 | 33109 | Cancer |
| 10 | F | 24 | 33109 | None |
| 11 | M | 48 | 33109 | Flu |
| 12 | M | 49 | 33109 | None |

表1 给出了一个待发布原始数据表*T*，其中Gender，Age，Zip-code是准标识符，Disease是敏感属性。

在*k*-匿名数据中，为了进行隐私保护，很多属性的属性值是经过泛化(generalization)的，我们得到的*k*-匿名数据往往都是泛化后的数据，这些泛化的数据存在着与其对应的泛化树。

**定义1 泛化树(G-tree)：**给定一个属性的属性域*D*(*D*为有限集)，一个树的结点的集合*S*={*T*，*v*1，*v*2，……，*vn*，*s*1，*s*2，……，*sn*} (其中*T*为根节点，*s*为叶节点，*v*为除根和叶以外的中间节点)，函数*f*是*S*到*D*的幂集的映射，*S*中存在父子关系的结点*a*和*b*，满足*f*(*b*)![](data:image/x-wmf;base64,183GmgAAAAAAAKcBpwE9CQAAAAAsXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAGAARIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAABAAQAApgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAQAAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdXEQCu5gRm4A/OMYAI+TJ3WAASt13BVmLQQAAAAtAQAACAAAADIKAAE0AAEAAADNeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAADcFWYtAAAKADgAigEAAAAA/////+zlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)*f*(*a*)，对根节点和叶节点有：|*f*(*si*)|=1(1≤*i*≤*n*)，*f*(*s*1)∪*f*(*s*2)∪……∪*f*(*sn*)=*f*(*T*)且*f*(*T*)![](data:image/x-wmf;base64,183GmgAAAAAAAKcBYAE9CQAAAADrXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAGAARIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAABAAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAddwVCvEAkGsA/OMYAI+TJ3WAASt1VQ5mYwQAAAAtAQAACAAAADIKAAE0AAEAAADMeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABVDmZjAAAKADgAigEAAAAA/////+zlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)*D*。图1为年龄属性的一棵泛化树。
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**图1 年龄属性的一棵泛化树**

**定义2 *k*-匿名数据的世系：**我们把*k*-匿名数据的产生，即静态的原始数据通过泛化树演化成为*k*-匿名数据的整个过程的信息叫做*k*-匿名数据的世系。它包含了原始数据、泛化树和*k*-匿名数据。如图2所示。

**图2 *k*-匿名数据的世系**

泛化树是*k*-匿名数据世系的核心部分，对研究*k*-匿名数据具有至关重要的作用。但是作为数据接收者，我们能够得到的仅仅是泛化后的数据，因此，如何得到泛化树并把它应用到挖掘中就是下一步工作的重点。

**3 泛化树的构造方法**

根据泛化树的定义，泛化树 G-Tree 具有以下特点：

(1) 任意中间节点是对以其为根的子树上节点的一个概括;

(2) 根节点是对树中所有节点的一个概括;

(3) 泛化树描述了属性域上属性值与其对应的概括值之间的关系。

由泛化树的这些特点，我们来构造一棵泛化树：

**算法1** 构造泛化树

输入：*k*-匿名表中属性*U*的所有属性值*U*=｛*x*1，*x*2，……，*xn*｝；

输出：泛化树G-Tree
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**算法2** 在泛化树中插入新的节点（在算法1中被调用）
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算法分析：通过得到的*k*-匿名表中属性*U*的属性值｛*x*1，*x*2，……，*xn*｝来构造该属性的泛化树。在算法1中，先构造一个树形结构，第一条元组的值作为其根节点，依次向树中插入余下每一条属性值，形成新的节点，直到所有属性值都插入完毕。在插入新节点的算法2中，首先分析新节点与根节点的关系，当新节点与根节点相等时，不插入新节点；当新节点包含根节点或两者互不包含时，执行算法形成新的泛化树；当根节点包含新节点时，利用递归调用方法本身，把新节点插入到根节点的子树中去，即将根节点的子节点视为新的根节点，再将其与要插入的节点进行比较，以此向下进行，直到把新节点插入到树中。最后，在算法1中，把每个现有的叶节点拆为它的基数为1的子集并插入为它的子节点，如：对{1-3}这个叶节点插入{1}，{2}，{3}3个子节点。

利用算法1和算法2，我们就可以通过得到的*k*-匿名表中的数据来构造每个属性的泛化树。

例：表2为表1的4-匿名表，并对表2的属性Age构造其泛化树。

**表 2 *T*的4-匿名表*TA***

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| ID | Gender | Age | Zip-code | Disease |
| 1 | \* | 25-45 | 9021\* | AIDS |
| 2 | \* | 25-45 | 9021\* | AIDS |
| 3 | \* | 25-45 | 9021\* | Cancer |
| 4 | \* | 25-45 | 9021\* | AIDS |
| 5 | \* | 40-50 | 07620 | Cancer |
| 6 | \* | 40-50 | 07620 | Flu |
| 7 | \* | 40-50 | 07620 | None |
| 8 | \* | 40-50 | 07620 | Flu |
| 9 | \* | 20-50 | 33109 | Cancer |
| 10 | \* | 20-50 | 33109 | None |
| 11 | \* | 20-50 | 33109 | Flu |
| 12 | \* | 20-50 | 33109 | None |
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**图3 表2中属性Age的泛化树**

根据构造好的泛化树，我们可以把它应用到挖掘中去，对*k*-匿名表来进行挖掘分析。

**4 *k*-匿名数据的关联规则挖掘算法**

**4.1 不确定数据的关联规则挖掘算法U-Apriori**

利用不确定性数据的关联规则挖掘算法U-Apriori，我们很容易想到利用可能世界模型，各元组的任意合法组合均能构成一个可能世界实例，实例的概率可以通过相关元组的概率计算得到。在不确定性数据模型下，由于无法获得项集的确定支持度计数，所以传统的支持度定义无法应用，为此，本文引入期望支持度的概念来计算频繁项集。

例：要从表2中挖掘年龄段为40-50的人与疾病Flu之间的关联规则。我们需要得到的结果是置信度*P*：
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要挖掘年龄段为40-50的人与疾病Flu之间的关联规则，就需要分别计算出年龄为40-50的人的期望支持度（即*P*的分母）与这个年龄段中得到疾病Flu的人的期望支持度（即*P*的分子），这需要对每个元组分别进行计算。

首先，分析表2可产生的可能世界实例：对于*ID*为1的元组来说，各个属性可取的值如下表：

**表3 属性Gender可取值表**

|  |  |
| --- | --- |
| 可取值 | 概率 |
| F | 1/2 |
| M | 1/2 |

**表4 属性Age可取值表**

|  |  |
| --- | --- |
| 可取值 | 概率 |
| 25 | 1/21 |
| 26 | 1/21 |
| 27 | 1/21 |
| …… | …… |
| 43 | 1/21 |
| 44 | 1/21 |
| 45 | 1/21 |

**表5 属性Zip-code可取值表**

|  |  |
| --- | --- |
| 可取值 | 概率 |
| 90210 | 1/10 |
| 90211 | 1/10 |
| 90212 | 1/10 |
| …… | …… |
| 90217 | 1/10 |
| 90218 | 1/10 |
| 90219 | 1/10 |

由以上表格可计算*ID*为1的元组可产生的可能世界实例个数为2\*21\*10=420个。表4中12条元组一共可产生的可能世界实例为4204\*224\*624个。并且由于每个元组中可能世界实例出现的概率是完全相同的，也无法使用剪枝策略[1]对其进行修剪简化，再对每个可能世界求出所要计算的项的支持度来进行关联规则挖掘，这将是一个无比繁重的工作。当有更大的数据量时，计算所需的时间是以指数及增长的，它的时间复杂度为*O*(*nn*)。因此，传统的不确定性数据的关联规则挖掘算法是不适用于这种*k*-匿名数据表的。

**4.2 基于泛化树的关联规则挖掘算法**

从4.1的计算中可知，由于*k*-匿名数据表的每条元组中每个可能世界实例的产生是等概率的，因此，用传统的不确定数据发掘算法会有极大的时间复杂度，是不可取的。我们需要尝试一种新的挖掘算法，即基于泛化树的关联规则挖掘算法。

首先，我们可以通过泛化树的构造算法从*k*-匿名表中得到每个属性的泛化树。表2中属性Age的泛化树如图3。然后，通过泛化树来计算待挖掘属性值的期望支持度。

**算法3** 计算待挖掘属性值在每条元组中的期望支持度

输入：待挖掘属性*U*的泛化树*GTU*，待挖掘属性值*xU*，第*i*条元组*U*的属性值*xi*

输出：待挖掘属性值在该元组中的期望支持度*ESupUi*
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算法分析：由于在*k*-匿名数据表中，每条元组还原成泛化前确定元组的概率是相等的，就可以通过计算待挖掘属性值在每个元组中所占比例来得到它在每条元组中的期望支持度。把每条元组的期望支持度加起来就可以得到待挖掘属性在所有元组中的期望支持度并可以据此来进行挖掘。算法3就是计算待挖掘数据在每条元组中的期望支持度*ESupUi*的方法。则属性值*xu*在数据集中的期望支持度为：
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当*support*(*xu*)大于用户所给的最小支持度阈值时，*xu*即为频繁项集。构造泛化树的时间复杂度为*O*(*n*2)，挖掘期望支持度算法的时间复杂度也为*O*(*n*2)，因此整个算法的时间复杂度为*O*(*n*2)。

通过以上分析，可以得到对关联规则挖掘算法中置信度的计算方法：

![](data:image/x-wmf;base64,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)

**算法4** 基于泛化树的*k*-匿名数据集的关联规则挖掘算法

输入：待挖掘项集*A*、*B*
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![](data:image/x-wmf;base64,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)

当*supAB*大于用户给定的阈值（即*A*和*AB*均为频繁项集）并且*P*大于用户所给最小置信度时，即可得到强关联规则*A*![](data:image/x-wmf;base64,183GmgAAAAAAAO0BhAHACQAAAAC4XgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAHAARIAAAAmBg8AGgD/////AAAQAAAAwP////X///+AAQAAVQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wLA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdJUVCiXYPmIA/OMYAI+T7nSAAfJ0RxxmfwQAAAAtAQAACAAAADIKAAExAAEAAADeeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABHHGZ/AAAKADgAigEAAAAA/////+zlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)*B*。

**5 实验数据及结果**

**5.1 实验数据来源**

研究采用的数据源是UCI机器学习库中的Adult数据库，该数据库中有32561条数据记录，每条记录有15个属性。这些数据源自美国人口普查库，我们精简了相关属性，保留了其中的6个属性，其中1个属性为敏感值，将age，sex，[final weight]，education，work-class作为准标识符，salary作为敏感属性值。

**5.2 实验结果**

我们对这组数据随机抽取其中的5290条数据作为训练样本，将其5-匿名后对样本数据进行关联规则挖掘。需要挖掘年龄段为22-27与工资为50k以上之间的关联规则。

很明显，对于泛化过的5290条数据来说，如果使用不确定性数据的关联规则挖掘算法，计算量将是巨大的，我们无法通过实验来得到结果进行对比。因此，我们采取基于泛化树的关联规则挖掘算法。

首先，通过泛化树的构造算法求出其年龄的泛化树，如图4：
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**图4 年龄的泛化树**

由基于泛化树的关联规则挖掘算法得到：
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通过对原始数据进行统计，在随机抽取的5290人中，年龄段22-27的人数为818人，在这些人中，工资为50k以上的人数为139人，所占比例为0.169926。图5为原始数据统计与挖掘结果的对比直方图。
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**图5 结果对比直方图**

可以看出，实验结果和真实数据的差距并不大，可以将这些得到的结果与用户给定的阈值和最小置信度相比较来判断它们之间的关联规则。因此，基于*k*-匿名数据世系中泛化树的关联规则挖掘算法可以看作是对*k*-匿名数据挖掘的一种新的尝试。

**6 总结与展望**

对*k*-匿名数据的挖掘是一个亟待解决的问题。为此，本文首先针对*k*-匿名数据表提出了*k*-匿名数据的世系，然后，从中提出泛化树的构造算法，并把它应用到了*k*-匿名数据的挖掘中，即利用所构造的泛化树来产生新的关联规则挖掘算法，最后，给出了在该算法下生成的泛化树和挖掘结果，实验验证该算法降低了挖掘的时间复杂度，提高了挖掘效率。

后续工作中，我们在进一步提高该算法的同时，还将结合确定和不确定数据的世系及挖掘算法，对*k*-匿名数据的世系和挖掘算法进行进一步的研究，使我们在保护隐私的同时挖掘出更多有用的信息，提高*k*-匿名数据的可用性。
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