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UNIVERSITÉ DE FRANCHE-COMTÉ

CENTRE DE TÉLÉ-ENSEIGNEMENT UNIVERSITAIRE

**Master Informatique Avancé et Applications (I2A) option Recherche**

**Mémoire de fin d’Etudes**

|  |
| --- |
|  |

*Encadrant de Recherche*:

Laurent Philippe

*Etudiant :*

Parfait Pascal Wangun

**COMPARAISON D’HEURISTIQUES D’ORDONNANCEMENT DES TÂCHES SUR DES MACHINES PARALELLES**

1. Ière Partie : Introduction générale 3

a. Contexte et justification 3

b. Problématique 3

c. Méthodologie 3

2. IIème Partie : Présentation et Description de quelques algorithmes d’ordonnancement 5

a. Qu’est-ce l’ordonnancement des tâches? 5

b. Généralités sur la problématique de l’ordonnancement des tâches sur des machines parallèles 5

c. Les algorithmes d’Ordonnancement de Type Liste 7

d. Bilan comparatif des algorithmes d’ordonnancement des tâches 8

Dans ce chapitre, nous allons parcourir quelques algorithmes identifiés dans la littérature et procéder à une analyse de manière à procéder au un bilan comparatif des protocoles expérimentaux utilisés pour évaluer les performances de ceux-ci. Les algorithmes qui feront l’objet de notre étude sont les suivants : HEFT et CPOP, PEFT, PETS, DLS. 8

3. Heterogeneous ealiest finish time (HEFT) and critical path on a processor(CPOP) algorithms 8

i. Description de fonctionnement de l’algorithme PEFT 10

L’auteur de l’aricle évalue les performances de PEFT par rapport aux algorithmes HEFT,LOOKAHEAD,HCPT,PETS,HPS. Cette évaluation se fait sur la pbase du protocole expérimental suivant : 12

1. Génération du DAG 12

2. Choix des valeurs 13

3. Analyse des performances 13

a. Description de fonctionnement de l’algorithme PETS 13

i. Phase de tri par niveau 13

ii. Phase de priorisation des tâches 14

iii. Phase de sélection du processeur 14

iv. Analyse des performances 14

b. Description de l’algorithme DLS 15

4. IIIème Partie : Comparaison des heuristiques 16

I.1. Paramètres de comparaison des graphes 17

Choix des heuristiques 19

5. Conclusion 21

Référence 22

1. Ière Partie : Introduction générale
   1. Contexte et justification

Le développement fulgurant des réseaux informatiques a favorisé l’émergence des environnements de calcul distribués permettant l’exécution rapide des programmes informatiques. Ces environnements de calculs peuvent être répartis en deux catégories :

* Les environnements de calcul distribués homogènes ;
* et les environnements de calcul hétérogènes.

Contrairement aux environnements de calculs homogènes où les ressources de calcul sont toutes identiques, dans un environnement de calcul hétérogène les ressources de calcul présentent un certain nombre de différences. Ces différences sont entre autres, la puissance de calcul des processeurs, la capacité de la mémoire, la bande passante de transfert des informations, le nombre de processeurs etc... La problématique de l’ordonnancement des applications dans les systèmes de calcul hétérogène a jusqu’ici fait l’objet de nombreuses études dans la littérature, l’objectif étant de trouver une solution optimale à cette question d’ordonnancement. La recherche d’une solution optimale au problème d’ordonnancement des tâches sur des machines parallèles, a suscité le développement de nombreuses heuristiques dans le but de proposer à chaque fois une solution améliorée. En effet, il s’agit d’un problème NP-complet pour lequelle il n’existe pas à priori une solution efficace.

* 1. Problématique

Considérant la multitude des heuristiques développées dans la littérature au sujet de l’ordonnancement des taches sur des machines parallèles, quelles sont les meilleures? En d’autres termes, quelle est l’heuristique qui offre les meilleures performances dans le processus d’exécution des tâches sur des machines parallèles ?

* 1. Méthodologie

Les heuristiques présentées dans la littérature sont généralement mis en relief par rapport à celles déjà existantes. L’objectif des auteurs étant de mesurer les performances des algorithmes proposés par rapport à celles qui existent. En effet, le développement de nouveaux algorithmes vise à proposer une solution améliorée par rapport à celles qui existent déjà. Il s’agit par exemple du cas de l’article [2] où l’auteur Hamid Arabnejad et al. procède à la selection des algoithmes avec lequel il voudrait faire la comparaison. Dans ce cas d’espèce, il s’agit de HEFT,HCP,HPS PETS et Lookahead. Après une brève description de ceux-ci, l’auteur propose un algorithme et procède ensuite à des études expérimentales pour effectuer la comparaison des performances. La comparaison peut être faite en générant de manière aléatoire des graphes ou alors en s’appuyant sur des cas réels de certaines applications. Dans de l’article [23], Haluk Topcuoglu et al. S’appuie les graphes de trois applications réels pour effectuer la comparaison. Il s’agit des applications de transformation de fourrier, le code dynamique moléculaire, et l’algorithme de l’élimination de Gauss. Les tests sont faits par le moyen de simulateur qui permet de tracer sur des courbes les performances des différents algorithmes.

Le travail que nous nous proposons de réaliser vise à faire une comparaison des heuristiques d’ordonnancement. Il est important d’entrée de jeu de rappeler que les systèmes de calcul parallèles permettent définir des architectures permettant de traiter des informations de manière simultanée, ainsi que de définir les algorithmes spécialisés pour celles-ci. Ces techniques ont pour but de réaliser un plus grand nombre d’opérations en un temps le plus court possible. La question de l'’ordonnancement consiste donc à distribuer une application sur une machine parallèle de manière à obtenir de meilleures performances ou de traiter les problèmes plus larges. Il s’agit d’un problème NP-difficile pour lequel il n’existe pas de solution optimale. De nombreuses heuristiques ont dont été développées proposant les unes les autres des solutions approximatives et partielles.

Il est question au cours de cette étude de définir ce qu’est l’ordonnancement, de procéder à l’état de l’art en identifiant et en présentant quelques heuristiques existantes dans la littérature, ensuite nous ferons un bilan comparatif de ces heuristiques. Nous proposerons un protocole expérimental qui nous servira de base de comparaison et enfin nous procéderons à la simulation des de l’exécution des heuristique avant de procéder à l’analyse des données obtenues. Nous achèverons ce travail par discussion sur les résultats obtenus de l’analyse, ce qui nous permettra de tirer une conclusion.

Ce travaille vise donc à faire une étude exhaustive des algorithmes afin de les comparer leur performance sur différents types de DAG.

1. IIème Partie : Présentation et Description de quelques algorithmes d’ordonnancement
   1. Qu’est-ce l’ordonnancement des tâches?

L'ordonnancement est un processus consistant à affecter des tâches à des ressources de calcul pour traitement. L’environnement de traitement des tâches pouvant être homogène ou hétérogène. L’efficacité de l’exécution des applications parallèles dépend des méthodes utilisées pour ordonnancer les tâches. L’objectif étant d’attribuer des tâches aux processeurs, ordonner leur exécution de manière à satisfaire la relation de précédence des tâches et améliorer les performances. Ces performances sont définies par un ensemble de critères parmi lesquels le temps d’exécution, le makespan etc... La meilleure façon d’aborder le traitement/l’exécution d’une application de grande taille consiste à la diviser/partitionner en un ensemble de tâches en identifiant les relations de dépendance entre ces tâches. Celles-ci sont modélisées par un graphe de dépendance orienté sans circuit. Le graphe permet ainsi d’établir les relations d’interdépendance entre les tâches (quelle tâche doit-elle être exécutée avant quelle autre ?) et inclut par ailleurs les caractéristiques d’une application telles que : le temps d’exécution des tâches, la taille des données qui sont transférées entre les tâches, et l’interdépendance des tâches.

Le problème d’ordonnancement des tâches d’un graphe orienté sans circuit est NP-difficile aussi bien pour le cas des systèmes homogène que celui du cas des systèmes hétérogènes.

Etant donné l’importance de la question d’ordonnancement, elle a longuement été étudiée, et les travaux sur le sujet ont permis de classer les algorithmes d’ordonnancement plusieurs catégories : on peut par exemple citer les algorithmes d’ordonnancement de liste, les algorithmes de clustering, les algorithmes basés sur la duplication, et les algorithmes basé sur les méthodes de recherche aléatoires. Notre étude reposera essentiellement sur les algorithmes d’ordonnancement de type liste.

* 1. Généralités sur la problématique de l’ordonnancement des tâches sur des machines parallèles

Un système d’ordonnancement est un ensemble composé d’une application et un environnement de calcul cible. Le principe de l’ordonnancement consiste à partitionner une application en tâches de façon à pourvoir la modéliser par un graphe orienté sans cycle (DAG), où est un ensemble de tâches et un ensemble de extrémités entre les tâches. Chaque extrémité représente les contraintes de précédence entre les tâches (la tâche doit s’achever avant la tâche ). Une tâche d’entrée (entry task) est une tâche ne possédant aucun parent/prédécesseur), une tâche de sortie (exit task) est une tâche ne possédant aucun successeur/tâche fille. L’environnement de calcul est un ensemble Q de *q* processeurs hétérogènes interconnectés. La communication inter processeur se fait sans contention.

La problématique d’ordonnancement des tâches consiste donc à affecter les tâches d’une application donnée sur des processeurs. Des critères permettent d’évaluer la performance parmi lesquels : le (Schedule length ratio), le temps d’exécution de l’agorithme.

Le problème de l’ordonnancement se résume donc à la reduction du cout d’exécution d’une application en réduisant autant que possible le*.* De nombreuses variables et paramètres sont pris en compte dans le calcul du.

|  |  |
| --- | --- |
| Nome de variale | descriptif |
| V | Un ensemble de tâches |
|  | Un ensemble de tâche ordonnacées |
|  | Ensemble de tâches non encore ordonnancées |
|  | Ensemble de relations entre les tâches |
|  | Cardinalité de lensemble |
|  | Nombre total des tâches |
|  | Nombre total des processeurs |
|  | Ième task |
|  | J ième proesseur |
|  | Une relation orienté partant de vers |
|  | temps d’exécution de la tâche i sur le processeur j |
|  | Temps de communication entre les processeurs i et j |
|  | Le temps pris pour transférer les données de vers |
|  | Mtrice des couts d’exécution de dimension |
|  | Coût d’exécution des taches |
|  | Le coût estimatif de la tache sur tout le processus |
|  |  |
|  | Ensemble des predecesseurs immédiats à la tache |
|  | Ensemble de successeurs immédiats à la tache |
|  | Le temps de début au plus tôt d’une tâche |
|  | Le temps de fin au plus tôt d’une tâche |
|  | ... |
|  | ... |
|  | Temps de disponibilié des données |
|  | Temps de disponibilité du processeur |
|  | Cout de l’ordonnancement |
|  |  |
|  |  |

* 1. Les algorithmes d’Ordonnancement de Type Liste

Les algorithmes d’ordonnancement avec lesquels nous travaillons dans le cadre de cette étude sont ceux de type liste. Il s’agit des algorithmes qui fonctionnent en deux phases : la phase de priorisation des tâches et la phase d’ordonnancement. En effets, Ils déterminent pour un ordre de tâches, qui peut être donné par une liste, un ordonnancement correspondant. Dans un ordonnancement dit de liste, des ordres de priorités sont associés à chaque tâche et placés ensuite dans une liste ordonnée de façon décroissante des ordres de priorité. La tâche ayant une plus forte priorité sera ordonnancée avant celle de faible priorité. Dans le cas où deux tâches posséderaient la même priorité, une méthode spécifique peut être utilisée pour les départager ou alors le choix peut tout simplement se faire de manière aléatoire.

L’ordonnancement de type liste se déroule en deux phases :

* Phase de calcul de priorité des taches
* La phase de sélection du processeur

La différence qui existe sur les nombreux heuristiques dont l’ordonnancent est basé sur les listes réside sur les méthodes de calcul des priorités et celle de sélection du processeur. Les critères majeurs pour attribuer les priorités au taches sont en général le top level ou (*TL*) et le bottom level ou (*BL*).

Le top level (t-level) d’une tâche est défini comme étant la longueur du plus long chemin (coût d’exécution + coût de communication) entre cette tâche et celle d’entrée. Le TL permet d’évaluer le paramètre EST (earliest start time) d’une tâche.

Le bottom level (b-level) est la longueur du chemin le plus long (coût d’exécution + coût de communication) partant de cette tache vers la tâche de sortie. Le BL est borné par le chemin critique du graphe. Lorsque deux taches sont ordonnancées sur le même processeur, le poids de l’extrémité reliant les deux tâches est égal à zéro, ce qui implique que le TL d’une tache change et donc peut être dynamique. Lorsqu’un algorithme utilise un TL qui change pendant le processus d’ordonnancement, cet algorithme est qualifié d’algorithme dynamique. Dans le ca s contraire si l’algorithme utilise un TL déterminé avant le démarrage du processus d’ordonnancement, cet algorithme est qualifié d’algorithme statique.

Les heuristiques qui feront l’objet de cet étude sont basés sur l’ordonnancement de type liste et cible principalement les environnements de calcul hétérogènes.

* 1. Bilan comparatif des algorithmes d’ordonnancement des tâches

Dans ce chapitre, nous allons parcourir quelques algorithmes identifiés dans la littérature et procéder à une analyse de manière à procéder au un bilan comparatif des protocoles expérimentaux utilisés pour évaluer les performances de ceux-ci. Les algorithmes qui feront l’objet de notre étude sont les suivants : HEFT et CPOP, PEFT, PETS, DLS.

1. Heterogeneous ealiest finish time (HEFT) and critical path on a processor(CPOP) algorithms

Topcuoglu, Harir and Wu present dans l’article [1] présente deux heuristiques. Il s’agit de HEFT et CPOP.

HEFT

Il s’agit d’un algorithme d’ordonnancement de liste. La priorisation des tâche s’effectue en évaluant le paramètre. Une fois la liste triée selon l’ordre décroissant de la valeur , la tâche est affectée au processeur pour lequel la valeur du EFT (Earlier finished time) est minimale.

**L’algorithme:**

Compute for all nodes

ReadyTask

While ReadyTask is not empty

Select the task *n* with highest priority

Assign the task *n* to the processor p that minimizes the *EFT* value of *n*

Update *EST* values and *ReadyTasks*

End While

Pour évaluer les performances de cet algorithme, l’auteur le met en relief par rapport à 5 autres (CPOP, DLS, MH, LMT). Un protocole expérimental permet de faire l’évaluation en vue de comparer les performances.

En effet l’évaluation des performances de ces algorithmes se fait en générant des DAG de manière aléatoire. Les DAG qui constituent les d’entrées sont générés au moyen d’un simulateur. Des paramètres bien identifiés permettent donc de générer les tâche en prenant en compte plusieurs critères tels que : le facteur d’homogénéité, la forme des DAG le type de communication, etc…. le protocole expérimental identifie des valeurs qui permettent de générer les DAG. Dans le choix des valeurs, il faut tenir compte des différentes caractéristiques de DAG. En effet, en faisant varier les caractéristiques cela permet de faire une analyse objective qui garantit un résultat fiable.

Une fois le DAG généré les algorithmes sont implémentés et exécutés. Le protocole expérimental identifie les paramètres qui serviront de base de l’évaluation et la comparaison des algorithmes.

En qui concerne l’article [1], le protocole expérimental suivant a été défini :

1. Génération des graphes

Les paramètres suivants sont utilisés pour la génération des graphes :

Nombre de tâches, communication to computation ratio (CCR), le facteur d’hétérogénéité des processeurs.

1. Choix des valeurs

Les valeurs suivantes ont été utilisées pour générer les graphes :

1. Parametres d’evaluation

**SLR** (schedule length ration): Le paramètre permettant de mesurer les performances d’un algorithme c’est le makespan. Ce paramètre n’est rien d’autre que le temps d’exécution de la tâche de sortie. Compte tenu du fait que les DAG ont des caractéristiques différentes en fonction des valeurs des paramètres de génération de graphe, il est important de trouver une valeur normaliser permettant de mieux qualifier le coût de l’ordonnancement. Le SLR est donc une valeur moyenne qui sur plusieurs graphes de caractéristiques différentes permet de mesure le coût moyen d’exécution de l’algorithme.

**Speedup**

**Numbers of occurrences of best quality schedule:** le nuombre de fois que chaque algorithme produit un meilleur résultat

**Running time schedule:** temps d’exécution de l’algorithme.

1. Résultats

Les performances sont évaluées en faisant varier les paramètres, n,CCR et . Un graphe sous forme de nuage de point permet pour chaque algorithme identifié de faire les mesures des performances sur des paramètres bien identifiées. Ces paires de variables sont les suivantes :

-nombre de tâches, SLR

-Nombre de tâches, temps d’exécution

-nombre de tâches, speedup

Dans l’article [1] l’évaluation des performances HEFT, CPOP, DLS, MH, LMT se fait en générant un graphe représentant un nuage de point dont les variables sont le nombreux de nœuds et le SLR d’une part et le nombreux de nœud et le speedup d’autre part enfin nombre de nœuds et temps d’exécution. A la lecture des courbes générées, il apparait que HEFT est l’algorithme qui présente une meilleure performance.

CPOP

L’algorithme CPOP utilise la valeur de pour le calcul de la priorité. La selection de la tache selon l’ordre de priorité les plus hautes, c’est dire les tache appartenant au chemin critique. Une tache appartient au chemin critique si la valeur de est égale à la valeur de . *Ns* étant le nœud de démarrage.le processeur de chemin critique(CPP) est le processeur qui offre le cout minimum du chemin critique. Lorsqu’une tache appartient au chemin critique, elle est affectée au CPP dans le cas contraire elle est affectée au processeur qui offre le plus petit EFT.

**L’algorithme**

Compute for all nodes

ReadyTask

While ReadyTask is not empty

Select the task *n* with highest priority

If n is on the critical processor

Assign n to CPP

Else

Assign the task n to the processor

Update *EST* values and *ReadyTasks*

End While

Protocole expérimentale CPOP

Le protocole expérimentale de CPOP est le même utilisé par l’algortihme HEFT. confère l’article [1]

* + 1. Description de fonctionnement de l’algorithme PEFT

l’article [2] présente un algorithme traitant de la question de l’ordonnancement statique des tâches dans un environnement hétérogène. Cet algorithme se classe parmi les algorithmes d’ordonnancement dits de liste. Il est question dans cet article de présenter un nouvel algorithme d’ordonnancement pour un nombre de processeurs hétérogènes limité et entièrement connectés appelé PEFT (predicted earliest finish time). Il s’agit en effet du premier algorithme à surclasser l’algorithme HEFT toutefois en maintenant la même complexité. Cet algorithme introduit le concept dénommé lookahead. Comme tout algorithme de liste, l’algorithme PEFT a deux phases : la phase de priorisation des tâches et celle de sélection du processeur. Cet algorithme découle de l’observation faite selon laquelle l’on ne saurait parvenir à une meilleure heuristique d’ordonnancement si la stratégie de sélection des processeurs est uniquement basée sur le temps d’exécution de la tâche en cours. Il est cependant important d’aller au-delà de la tâche courante et de prendre en compte ce qui ce passe en dehors de la tâche courante (lookahead). L’algorithme Lookahead offre la possibilité d’aller au-delà de la tâche en cours et de prévoir l’impact de l’affection de toutes les tâches filles de la tâche en cours. Il s’agit d’un algorithme offrant le makespan plus faible/bas. L’innovation de cet algorithme réside sur sa capacité à prévoir en calculant la table de coût optimiste (OCT optimistic cost table) et en maintenant une complexité de temps quadratique.

* + - 1. Table de coût optimiste(OCT)

Les phases de priorisation des tâches et de sélection du processeur sont basées sur le calcul d’une table de coût (OCT). L’OCT est en fait une matrice sur laquelle les lignes indiquent le numéro des tâches et les colonnes le numéro des processeurs. Chaque élément OCT (ti,pk) indique le maximum du chemin le plus court allant des ti tâches filles jusqu’au nœud/ tâche de sortie en considérant que le processeur pk est sélectionnée pour la tâche ti. La valeur OCT de la tâche ti sur le processeur pk est définie récursivement par la fonction suivante :
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* + - 1. Phase de priorisation des tâches

Pour définir la priorité des tâches, l’on calcule la valeur moyenne OCT de chaque tâche selon la formule proposée par l’équation suivante :
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* + - 1. Phase de sélection du processeur
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* + - 1. Description détaillée de l’algorithme PEFT
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2. Création d’une liste vide et place la tâche d’entrée à la tête de liste
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4. Après avoir sélectionné la tâcher à ordonnancer, on calcule le temps optimiste ![](data:image/x-wmf;base64,183GmgAAAAAAAEADIAIBCQAAAABwXwEACQAAA8oAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAJAAxIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8AAwAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AXOAYANiUNHeAATh3Yy9mswQAAAAtAQAACQAAADIK4AFCAQMAAABFRlRlHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAFzgGADYlDR3gAE4d2MvZrMEAAAALQEBAAQAAADwAQAACAAAADIKgAEuAAEAAABPRgoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtALNjL2azAAAKADgAigEAAAAAAAAAAHTiGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA) de la tâche sur tous les processeurs
5. Le processeur ![](data:image/x-wmf;base64,183GmgAAAAAAAOABYAIBCQAAAACQXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYALgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAQAABgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AXOAYANiUNHeAATh3zhVmTgQAAAAtAQAACAAAADIK4AFYAQEAAABqeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgBc4BgA2JQ0d4ABOHfOFWZOBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABagABAAAAcHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQBOzhVmTgAACgA4AIoBAAAAAAAAAAB04hgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) qui réalise le minimum ![](data:image/x-wmf;base64,183GmgAAAAAAAKAHYAIBCQAAAADQWwEACQAAA24BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAKgBxIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gBwAABgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wKm/eMAAAAAAJABAAAAAgQCABBTeW1ib2wAd7YpCtVQClwASPAYANiUNHeAATh3nS9mlgQAAAAtAQAACAAAADIKegEwAwEAAAAoeRwAAAD7Aqb94wAAAAAAkAEAAAACBAIAEFN5bWJvbAB3RCcK+fAKXABI8BgA2JQ0d4ABOHedL2aWBAAAAC0BAQAEAAAA8AEAAAgAAAAyCnoBGgcBAAAAKXkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUNHeAATh3nS9mlgQAAAAtAQAABAAAAPABAQAIAAAAMgrgAY0GAQAAAGp5CAAAADIK4AFcBAEAAABpeQkAAAAyCuABTgEDAAAARUZUZRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY8RgA2JQ0d4ABOHedL2aWBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABkwUBAAAAcEYIAAAAMgqAAZgDAQAAAG5GCAAAADIKgAEuAAEAAABPRhwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY8RgA2JQ0d4ABOHedL2aWBAAAAC0BAAAEAAAA8AEBAAgAAAAyCoAB0wQBAAAALEYKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQCWnS9mlgAACgA4AIoBAAAAAAEAAAAw8xgABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) est sélectionné pour exécuter la tâche ![](data:image/x-wmf;base64,183GmgAAAAAAAIABQAIBCQAAAADQXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKAARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9AAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AXOAYANiUNHeAATh3tClmvgQAAAAtAQAACAAAADIK4AHyAAEAAABpeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgBc4BgA2JQ0d4ABOHe0KWa+BAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABOgABAAAAbnkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQC+tClmvgAACgA4AIoBAAAAAAAAAAB04hgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)
6. Mettre à jour la liste
7. Les étapes 3,4,5,6 sont répétées jusqu’à ce que la liste devienne vide.
   * + 1. Analyse des performances et résultats

L’auteur de l’aricle évalue les performances de PEFT par rapport aux algorithmes HEFT,LOOKAHEAD,HCPT,PETS,HPS. Cette évaluation se fait sur la pbase du protocole expérimental suivant :

1. Génération du DAG

Les paramètres de génération des graphes sont les suivants :

* Le nombre de tâches
* Le CCR
* Le facteur d’hértérogenéité
* La densité
* Regularity : ce paramètre qui est nouveau par rapport à ceux présentés précédemment, permet de définir le niveau de régularité des tâches à chaque niveau. Une valeur faible signifie que le nombre de tâches par niveau est varié. Par contre une valeur élevée signifie que le nombre de tâches à chaque niveau est égal.
* Density permettant de définir le nombre d’extrémité entre deux niveaux du graphe.
* Jump : ce paramètre qu’un arrêt du grave peut avoir ses extrémités situé à niveaux correspondants à la valeur du niveau + jump. Une connexion ordinaire a une valeur de jump = 1

1. Choix des valeurs

Les valeurs de simulation sont les suivantes :

1. Analyse des performances

Les performances de cet algorithme ont été évaluées sur la base des paramètres suivants :

Le SLR (schedule length ratio), l’efficacité, la robustesse (slack). Comparé à l’algorithme HEFT, PEFT réalise un meilleur ordonnancement dans 72% d’exécution, un ordonnancement équivalent dans 3% et un très mauvais ordonnancement dans 25% d’exécution.

PEFT surpasse de ce fait l’algorithme HEFT dont le temps d’exécution était la meilleure avant la proposition de l’heuristique PEFT. Il s’agit en effet du premier algorithme à offrir une meilleur performance que l’algorithme HEFT.

* 1. Description de fonctionnement de l’algorithme PETS

L’algorithme d’ordonnancement PETS tel que décrit dans l’article [3] traite de la question de l’ordonnancement statique des tâches dans un environnement hétérogène. Cet algorithme se classe parmi les algorithmes d’ordonnancement dits de liste. Il est question dans cet article de présenter un nouvel algorithme d’ordonnancement de liste pour des processeurs hétérogènes connectés appelé PETS (predicted earliest finish time) .

L’algorithme PETS se déroule en trois phases :

* La phase de tri par niveau
* La phase de priorisation des tâches
* La phase de sélection du processeur
  + 1. Phase de tri par niveau

Cette phase consiste à effectuer un tri en traversant de manière descendante le graphe orienté sans cycle (DAG) dans le but de regrouper les tâches dépendantes les unes des autres. Les tâches appartenant au même niveau sont exécutées en parallèle. La tâche d’entrée se trouve au niveau 0 et la tâche de sotie se trouve au dernier niveau. Le niveau i consiste à l’ensemble des tâches vk telle que pour chaque extrémité (vj,vk) , la tâche vj se situe dans un niveau inférieur que i, et il existe au moins une extrémité (vj,vk) telle que vj se trouve au niveau i-1.

* + 1. Phase de priorisation des tâches

Durant cette phase une priorité est calculée et affectée à chaque tâche. Trois attributs permettent d’assigner les priorités aux tâches : le coût moyen de calcul (ACC average computation cos), le coût de transfert des données (DTC data transfert cost), et le rang de la tâche précédente(RPT rank of predecessor task). L’ACC d’une tâche est le coût moyen de calcul sur m processeur et se calcule suivant l’équation suivante :

* + 1. Phase de sélection du processeur

Durant cette phase, la tâche possédant le temps de fin au plus tôt (EFT) est sélectionné et affectée au processeur.  Il existe une stratégie d’insertion considérant la possibilité d’inserer une tâche dans un temps d’inactivité au plus tôt entre deux tâches déjà ordonnancée sur le processeur.

* + 1. Analyse des performances

L’analyse des performances est faite sur la base d’un protocole expérimental décrit de la manière suivante :

Génération des graphes

Les paramètres de génération des graphes sont les suivants :

* Le nombre de tâches
* Nombre de processeurs
* Le CCR
* Le facteur d’hértérogenéité
* La densité

Les valeurs utilisées sont les suivantes :

Analyse des performances

Les paramètres de’analyse des performances sont les suivants :

* Ratio de taille d’ordonnancement (SLR/makespan)
* Facteur d’accéllération(speedup)
* Efficacité(Efficiency)
* Nombre d’apparition de meilleure qualité d’ordonnancement
* Temps d’exécution de l’algorithme

Trois tests ont été menés pour évaluer les performances des différents algorithmes.

Le 1er test a consisté à évaluer la qualité d’ordonnancement générée par chacun des algorithmes. Ce test s’est effectué sur la base d’un ensemble de graphe généré de façon aléatoire. Les tâches ont été ordonnancées sur un système hétérogène regroupant 15 processeurs. Les résultats issus de cette expérimentation montrent bien que l’algorithme PETS en terme de SLR/makespan surclasse l’algorithme HEFT de l’ordre de 8%, l’algorithme CPOP de de l’ordre de 17% et l’algorithme LMT de l’ordre de 40%. Pour ce qui concerne le temps d’exécution, l’algorithme PETS s’est révélé plus rapide que les algorithmes HEFT de l’ordre de 23%, CPOP de l’ordre de 39% et LMT de 48%.

Le deuxième test s’est effectué sur des applications réelles (transformation de fourrier rapide, décomposition LU). Le classement des algorithmes basé sur la fréquence d’apparition des meilleurs résultats était le suivant : {PETS, HEFT, CPOP, LMT}.

* 1. Description de l’algorithme DLS

1. IIIème Partie : Comparaison des heuristiques

**Bilan comparatif des protocoles d'évaluation**

Dans la section 3 de ce document nous avons fait une étude des protocoles expérimentaux des différents algorithmes soumis à notre étude. Il s’agit plus spécifiquement des algorithmes suivants : HEFT,PEFT,PETS,DLS,CPOP. Il ressort de cette étude que l’évaluation des performance de ces différents algorithmes est soumise à un un protocol expérimental.

Il est fort de constater que les paramètres et les valeurs ne sont pas toujours les même dans chaque algorithme. Le but de proposer un protocole expérimantal vise à soumettre tous ces algorithmes à une évaluation en utilisant les bases d’expérimentation.

Les DAG sont modélisé par graphe acyclique . Où représente l’ensemble tâches, et représente les liens entre les tâches. Une synthèses des paramètres de génération des graphe est présenté dans le tableau suivant :

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
|  |  | PEFT | HEFT | CPOP | PETS | DLS |
|  | Taux de communication . Si la valeur est faible alors il s’agit d’un graphe offrant une communication intensive entre les tâches | √ | √ | √ | √ | √ |
|  | Nombre de tâches | √ | √ | √ | √ | √ |
|  | Nombre de processeurs | √ | √ | √ | √ | √ |
|  | Forme du graphe du graphe si >1.0 graphe dense, si <1.0 graphe avec un dégrée de parallélisme faible | √ | √ | √ |  |  |
|  | Dégrée sortant d’un noeud |  | √ | √ |  |  |
|  | Facteur d’hétérogenéité | √ | √ | √ |  |  |
|  |  | √ |  |  |  |  |
|  |  | √ |  |  |  |  |
|  |  | √ |  |  |  |  |
|  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |

On peut constater qu’il existe des paramètres spéciifiques a des algorithmes et d’autres paramètres qui interviennent dans tous les paramètres. Parmi les paramètres constants, oon peut citer : le nombre de tâches, le nombre de processeur, le CCR, le facteur d’hétérogénéïté.

## Paramètres de comparaison des graphes

La comparaison des performances tient compte d’un certain nombre de critères qui définissent les critères de comparaison le choix de ces paramètres est déterminant pour garantir la fiabilité ainsi que la qualité des résultats de comparaison.

Dans le tableau ci-dessous, nous avons identifié les paramètres utilisés dans chacque algorithme. Il ressort de ce tableau, des paramètres constants, utilisés dans tous les protocoles expérimentaux. Il s’agit entre autre du SLR, Excuting time,number of occurrences of better result.

Le SLR ou schedule length ration est un parameter permettant de mesurer la durée moyenne de l’ordonnancement. En faisant varier un ou plusieurs paramètre de génération des tâches la valeur du SLR permet d’évaluer la durée moyenne de l’ordonnancement. Ce paramètre est plus significative que le makespan.

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
|  |  | PEFT | HEFT | CPOP | PETS | DLS |
|  |  | √ | √ | √ |  |  |
|  |  | √ |  |  |  |  |
|  |  | √ |  |  |  |  |
|  |  | √ | √ | √ |  |  |
|  |  | √ |  |  |  |  |
|  |  | √ |  |  |  |  |
|  |  | √ |  |  |  |  |
|  |  |  | √ | √ |  |  |
|  |  |  | √ | √ |  |  |
|  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |

D’un algorithme à un autre les métriques de comparaison peuvent varier. Les paramètres les plus significatives pour la comparaison

Proposition d’un protocole expérimental

**Objectif**

La comparaison des heuristiques que nous nous proposons de réalisé est basée un protocole expérimental. Ce protocole nous permet de définir la méthodologie de travail, d’identifier les critères et paramètres d’évaluation ainsi que les valeurs qui serviront à l’évaluation.

**Méthodologie**

Notre approche méthodologique s’appuie sur la simulation des algorithmes. Il est effectivement question d’implémenter un simulateur capable de générer les DAG, exécuter les algorithmes et à l’exécution et générer des données de sortie. Les données de sorties seeront ensuite analysées selon des critères bien définie

Plus précisément il s’agit de la construction d’un simulateur qui nous permettra d’une part de générer les graphes de tâches (DAG), d’autre part d’exécuter algorithmes, et enfin d’analyser les données générées.

**Génération des DAG**

La génération des DAG se fait de façon aléatoire. Toutefois leur structure dépends d’un certain nombre de critère bien identifiés :

* Nombre de nœud : n
* CCR (Computer to communication ration)
* Nombre de processeurs
* Le coefficient de variation des processeurs qui nous permettra de définir le dégré d’homogenéité ou d’hétérogénéités des processeur
* Le nombre de niveaux du DAG

Ces paramètres nous permettrons de définir des DAG de différentes topologies. Il est important de faire l’analyse sur differentes topologies des DAG pour avoir un résultat pertinent. Le coefficient de variation des processeurs permet de définir le niveau d’homogenéité des processeur. Lors que cette valeur est petite, cela signifie que les processeurs sont prest homogènes et lors que cette valeur est grande, celà traduit la forte hétérogénéité entre les Processeurs. Le CCR est un paramètre qui lorsqu’on le fait varier permet de définir soit un DAG pour lequel la communication entre tâche est intensive ou alors un DAG représentant des calculs intensifs au niveau des processeurs. Lorsque le CCR présente une valeur faible ce là signifie que l’application présente des calculs intenses. Dans le cas contraire, si cette valeur est élevée, cela signifie que la communication entre les tâches de l’application est intense.

Ces paramètres permettent donc de génrer les DAG et en faisant varier leur valeur, nous obtenons des DAG ayant des topologies. Ces paramètres permettent par ailleurs de définir le dégré d’homogenéité d’un DAG.

Pour générer les DAGs nous utilisont un programme developpé avec le langage python. La fonction de génération prend en entrée les paramètres suivants : length, depth, filename, sdComp, sdComm, CCR, nbproc et génère en sorties un fichier GML représentant le DAG

* :param length: Length of the graph (number of nodes).
* :type length: int
* :param depth: Depth of the graph (number of levels)
* :type depth: int
* :param filename: Output filename
* :type filename: str
* :param sdComp: Standard Deviation of computations costs
* :type sdComp: float
* :param sdComm: Standard Deviation of communications costs
* :type sdComm: float
* :param CCR: Communications to Computations Ratio
* :type CCR: float
* :param nbproc: Number of processors used when generating the graph
* :type nbproc: int
* :return: Generated and converted graph

**Choix des valeurs**

La littérature présente le PEFT comme étant l’heuristique qui offre la meilleure performance. Nous nous proposons de maintenir les mêmes valeurs de génération des graphes qui ont été prien compte dans l’article PEFT. Ces valeurs sont :

* length= [10; 20; 30; 40; 50; 60; 70; 80; 90; 100; 200 300*;* 400*;* 500],
* CCR =[ 0:1; 0:5; 0:8; 1; 2; 5; 10]
* sdComp = [0:1; 0:2; 0:5; 1; 2]
* nbproc = [2; 4; 8; 16; 32]
* sdComm = [0.1,0.25,0.5,0.75,1]
* level = [1,2,3,4,5,length]

en modifiant les paramètres avec les valeurs identifiés ci-dessus permet de de définir des DAG ayant des topologies variées. La génération des DAG de ayant des topologies différentes permet de réaliser une analyse pertinente afin d’obtenir des résultats non biaisés qui prennent en compte les différentes configuration des DAGs .

Ces valeurs représentent une évolution linéaire du nombre des nœuds et permettent d’observer si les résultats obtenus en fonction du nombre des nœuds et du nombre de processeurs restent constant ou alors varient. Dans le cas d’une évolution constante nous auront des arguments sur les garanties de la qualité des résultats.

# Choix des heuristiques

Nous travaillerons principalement avec les 5 heuristiques suivants : HEFT,PEFT,PETS,DLS,CPOP.

En effet, HEFT est présenté dans la littérature comme un algorithme offrant de très bonnes performances. PEFT est l’algorithme dont les performances supplantent celles HEFT. En faisant le choix de ses deux algorithmes principalement, il est question de vérifier cette affirmation. Chaque auteur essayant de présenter son algorithme comme étant le meilleur, ce travail s’inscrire dans la dynamique visant à offrir les bases d’évaluation pour les algorithmes identifiés et d’en tirer les conclusions.

**Métriques de mesure des performances**

De nombreux paramètres permettent l’évaluation de la performance d’un Heuristique. Le paramètre principal est le makespan. Ce paramètre permet de mesurer le coût d’exécution de la tâche de sortie. Tant il est vrai que ce paramètre est très important dans la mesure des performances des algorithmes, il demeure vrai qu’il n’est pas suffisant pour analyser les performances de plusieurs heuristiques. Etant donné que nous travaillons avec des DAG de différentes caractéristiques et topologies, il est important de faire appel à de nouveau paramètre ou métrique d’analyse. Il est donc question d’évaluer la moyenne des performances obtenues par chaque heuristique pour chaque topologie

Le critère de base sur lesquels nous allons nous appuyer dans notre étude sont les suivants :

* SLR
* makespan
* temps d’exécution

**Analyse des performances**

L’analyse des performances se fait sous forme de diagramme. Pour chacune des caractéristiques du graphe (nombre de nœuds, valeur du CCR). Une analyse de performance sera faite entre chaque algorithme.

L’algorithme le plus performant sera celui dont le nombre d’occurrence du meilleur résultat sera le plus élevée .

**Choix des technologies**

Il sera question de développer un parseur qui servira de convertir les fichier .gml ( représentant le DAG générer en python) sur un format consommable par notre simulateur developpé Java.

Nous allons par la suite implémenter les algorithmes. Il s’agit de construire un simulateur qui prendra en entrée les DAG et fournira en sortir l’ordonnancement des tâches sur les processeurs. Les données d’ordonnancement des tâches seront ensuite formater pour être analysées en python sous forme de courbe.

**Modélisation des graphes sur java**

**Analyse des résultats**

**(En cours…)**

L’analyse des résultats consistera à comparer le temps d’exécution global (SLR) et des algorithmes PEFT et HEFT afin de tirer.

Trois tests ont été menés pour évaluer les performances des différents algorithmes.

Le 1er test a consisté à évaluer la qualité d’ordonnancement générée par chacun des algorithmes. Ce test s’est effectué sur la base d’un ensemble de graphe généré de façon aléatoire. Les tâches ont été ordonnancées sur un système hétérogène regroupant 15 processeurs. Les résultats issus de cette expérimentation montrent bien que l’algorithme PETS en terme de SLR/makespan surclasse l’algorithme HEFT de l’ordre de 8%, l’algorithme CPOP de de l’ordre de 17% et l’algorithme LMT de l’ordre de 40%. Pour ce qui concerne le temps d’exécution, l’algorithme PETS s’est révélé plus rapide que les algorithmes HEFT de l’ordre de 23%, CPOP de l’ordre de 39% et LMT de 48%.

Le deuxième test s’est effectué sur des applications réelles (transformation de fourrier rapide, décomposition LU). Le classement des algorithmes basé sur la fréquence d’apparition des meilleurs résultats était le suivant : {PEFT, HEFT, CPOP, LMT}.

D’après la littérature il découle que PEFT suggère l’algorithme d’ordonnancement de tâches le plus performant, suivi de HEFT. Dans les paragraphes qui suivent, nous allons tenter de confirmer ou non cette affirmation. Dans notre approche, nous allons implémenter les algorithmes PEFT et HEFT et procéder ensuite à la comparaison sur la base des résultats obtenus.

Nous allons implémenter ces algorithmes en utilisant langage Java, ensuite nous exploiterons les résultats obtenus pour faire des comparaisons en exploitants en utilisant R.

1. Conclusion

Pendant cette étude nous avons lu avec beaucoup d’intérêt les articles relatifs aux algorithmes d’ordonnancement des tâches dans les systèmes parallèles. Notre «étude s’est principalement focalisée sur les articles décrivant les algorithmes DLS, PETS, HEFT, et PEFT. Chacun de ces articles présente de façon claire les performances des algorithmes étudiés. Le calcul de performance a été évalué en utilisant aussi bien les graphes de tâches générés de façon aléatoire que celles découlant des applications réels. Les critères de performances étaient les suivant :

* Le temps moyen d’exécution de l’algorithme ;
* Le facteur d’accélération ;
* le nombre d’occurrence d’une meilleure qualité d’ordonnancement ;
* le temps d’exécution de l’algorithme.

Les résultats démontrent à suffisance que sur la base des critères de performance cités plus haut, PEFT est l’algorithme qui réalise une meilleure performance. D’où le classement suivant :

{PEFT, PETS, HEFT, DLS} suivant l’ordre ascendante des meilleures performances.
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