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Institut Teknologi Sepuluh Nopember (ITS)
is a leading university in the field of science
and technology in Indonesia

==

| - -] At the international level, ITS was ranked as the
!==! 3rd best university in Indonesia according to the
e Times Higher Education (THE) World University

Ranking in 2019 and 2020. Moreover, ITS was
ranked 201+ at the Asia Pacific level.

Main Campus with the area of 187 Ha and
located at the Surabaya city

1072+ academic staffs

L~

around 22,000 students



Surabaya
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* Surabayais the of the

the in

The city has a population of 2.87 million within its
9.9 million in the extended

in Indonesia
Area
e City 326.81 km? (126.18 sg mi)
e Urban 911 km? (352 sg mi)
e Metro 5,925 km2 (2,288 sq mi)

and
, making it the


https://en.wikipedia.org/wiki/Capital_city
https://en.wikipedia.org/wiki/Provinces_of_Indonesia
https://en.wikipedia.org/wiki/East_Java
https://en.wikipedia.org/wiki/List_of_Indonesian_cities_by_population
https://en.wikipedia.org/wiki/Indonesia
https://en.wikipedia.org/wiki/City_limits
https://en.wikipedia.org/wiki/Surabaya_metropolitan_area
https://en.wikipedia.org/wiki/List_of_metropolitan_areas_in_Indonesia

« Credit decisions
« Client segmentation

e e
Politics & Government
* Targeted campaigning °

* Public opinion monitering

* Anticipating infrastructure failures and maintenance

Events

* Facial recogpnition to scan attendees

* Per recomir

* Sales chatbots

\\

Insurance

* Risk identification
* Personalised pricing o
* Client support

Al
Application
Fields

Cybersecurity

* Incident detection
* Accelerated incident response
* Autonomous decision making

« Target identification

* Diagnosis and maintenance of weapons systems
* War gaming, simulation and training

* Personal assistants

* Automatic goods ordering

* Home security

* Temperature and light control

Defence

* Unmanned Aerial Vehicles (UAVS)
« Civilian detection
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Social Networks
* Photo recognition

* Newsfeed personalisation

« Friendship suggestions

* Augmented reality filters

* Chatbots

R

* Automated video/music synchronisation /

» Targeted advertising

* Market analysis
 Client segmentation

4/
[ 2
* Personalised treatment

Agriculture
* Drug discovery / \7.

* Robot harvesters
* Computer vision to monitor crop and soil health
 Predictive analysis for environmental impacts on crops

« Identifying candidates for clinical trials {

* Epidemic outbreak prediction - =

« Automation of routine tasks like X-Rays, CT scans, data entry o n I ine sh op p 1 ng

* Health monitering/wearable health trackers + ShaiEH recOmMmEndAoHS:

* Yietualdoctars * Customer service and sales chatbots

* 3D modelling

Healthcare

* Autonomous surgical robots
* Automatic disease identification and diagnosis

Aerospace

* Commercial flight autopilot
* Weather detection
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Banking & Personal Finance

 Fraud prevention as Al learns what types of transactions are fraudulent

Transport

 Reducing travel times through analysing traffic
« Ride sharing apps - determining the price, supply chain prediction

* Autonomous vehicles
Retail Spaces

/ * Cashless stores

o Virtual mirrors
« Footfall analysis and store optimisation
.
e Education
* Plagiarism checkers
* Automated grading
 Customised digital learning interfaces
* Virtual teachers or lecturers
* Adaptive learning

__——— Communication

* Spam filters on your emails

* Text and email reply suggestions
* Real time translation

* Emotion analytics

.
Gaming
e )
* Thought-controlled gaming
‘

* Improved visual quality
 Gesture control

* Al coach

* Facial recognition for 3D avatars

Media

* Automated journalism
 Eliminating fake news

* Data analysis

* Blas removal

* Content analysis for organisation

Hospitality
* Al concierge

* Smart hotel rooms

* Personalised communications
* Predictive supply chain

S Entertainment

* Music suggestions (Spotify, Apple Music, Google Play Music)
* Automatic music creation

« Film and TV suggestions (Netflix, Amazon Prime, Hulu)

* Marketing and advertising personalisation

* Search optimisation

Workplace

* Robotics in manufacturing

* Automated safety checks in factories
* Autonomous haulage

* Enhanced recruitment

* Automated timesheets (e.g. Blackbelt)

* Voice-to-text
* Smart personal assistants like Alexa, Echo, Cortana, Google Assistant...

Sports

* Wearable tech to analyse performance
* Smart ticketing

* Automated video highlights.

« Computer vision referee




@ Al-enabled
O

system to
@ detect pests

Analyzing crop

Weather
Forecasting

Natural
Disaster
Prediction
and

Response Soil and crop
Species ./ health

Detection monitoring

Al Applications
on Nature
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Sugarcane spot dlseases detection (ring spot, rust
spot, yellow spot)

(@ (b) ©
Fish body part detection

s = m From Remote Sensing

Imagery in Tropical Rain

Forest Areas
\\ ‘ e * 4  (Classification

- @ ‘ “ .\ Plant Leaf Classification ou r AI Resea rCh
/ \ \ ’ . ‘ Freshness of fish classification On N atu I"e
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Automatic Detection of
Fish Freshness and Species
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MobileNetV1 Bottleneck with Expansion (MB-BE) model
for classifying the freshness of fish eyes

"The differences of fish freshness showed that the
visual appearance of eye both fresh and not fresh
_fish are different ———

'

Splitting fish’s eyes data

" We create dataset that consists of 4392 images with
highly fresh fish (day 1 and 2), fresh fish (day 3 and
_4), and not fresh fish (day 5 and 6) >

Testing data
We proposed a MobileNetV1 Bottleneck with -
Expansion (MB-BE) model for freshness of fish eyes  --------—¥-—oooooo____¥________ 1 .l |
classification Testing session

Train model for

i :
L ' K |
e D H : I 1 classifying fish freshness : [ using model : ' [ using model :
epthwise Separable Convolution (DSC) Bottleneck | L |l | |
. . . : : [ Convolution block ) [ : ( Convolution blockj : I : [ Convolution blockj :
with Expansion for feature learning ] N K o — |
. .. . | Full ted | ully connecte
e Residual Transition for connecting feature maps I i [ F““ybjg‘;‘lf"ted :IZ\l>i [ Y e | i E> i [ block !
| | | |
|_ _____________________________________________________________________ /I - - == — ==
Prasetyo, E., Purbaningtyas, R., Adityo, R. D., Suciati, N., & Fatichah, C. l l l
(2022). Combining MobileNetV1 and Depthwise Separable convolution / Fish frehness / / Fish frehness / / Fish frehness /

bottleneck with Expansion for classifying the freshness of fish eyes.
Information Processing in Agriculture, 9(4), 485-496.

System evaluation
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Detection of a fish's eye, tail and body is the initial
process in the vision system for determining the
Kfreshness and species of fish

p-
It also can be used to calculate the number of fish
automatically in the fishing industry.

A\ d
“ N
We modified the Yolov4-tiny object detector for

accurate fish part detection
\{ %
e A wing convolution layer (WCL),

e Tiny spatial pyramid pooling (Tiny-SPP)

» Bottleneck and expansion convolution (BEC) for
resource efficiency

e An extra branch for small object detection

Prasetyo, E., Suciati, N., & Fatichah, C. (2022). Yolov4-tiny with wing
convolution layer for detecting fish body part. Computers and
Electronics in Agriculture, 198, 107023.
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@ Multi-level residual network VGGNet for fish species classification

Fish-gres dataset

Fish species manual classification is challenging,
time-consuming, and requires experience,
kespecially when encountering similar fish species

p
We prOpOSGd the MLR-VGGNet model for fish Chanos Chanos (500 images), Johnius Trachycephalus (240 images), Nibea
H iFi H Albiflora (252 images), Rastrelliger Faughni (544 images), Upeneus Moluccensis
KSpeCIGS CIaSSIflcatlon (577 images), Eleutheronema Tetradactylum (240 images), Oreochromis
Mossambicus (331 images), and Oreochromis Niloticus (564 images)
e A Multi-Level Residual strategy Deepsepa?ﬁl;f‘mwl“"" ---------------------
\/Ia.xpoolm% :
e Depthwise Separable Convolution to combine low e Lxixs12 (2 it
and high-level features { Mg | e 1 —>’ ' |
5625128 ------===m= e x512
e Employing Asymmetric Convolution, Batch _’“ﬂ*DPsc‘g - j
. . . . 2832567~ X 5
Normalization, and Residual features niw gy o 5, | N N S . o
' >’ I 2Was2 X : :
— Yz 14x512 14°x512 14‘x5"12 2°2 7x512
AT b b
Prasetyo, E., Suc1at1, N., & Fathhah, C. (2022) Multl—leVel I'GSldual L %2n 3x3x512 22 Asymmetric Convolu'tion 3x.1x5.12_a]n;dl;x512
network VGGNet for fish species classification. Journal of King Saud 7 Ui 52 5400 o — Bmm?’:"m
University-Computer and Information Sciences, 34(8), 5286-5295. x @C“""‘““" @Cm""‘“m ‘ S I\ormahzanon @ Adding
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Automatic Peatland Cover
Classification

92 x
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@ Integration of Convolutional Neural Network Features for Peatland
Land Cover Classification Using UAV Imagery -

e D
Vegetation density represent the level of damage of
peatland

A 4

p

Peatland cover is divided into three classes, namely bare,
medium vegetation and high vegetation

4

A
é . :
Vegetation density information can be obtained by remote High vegetation

sensing using satellite or Unmanned Aerial Vehicle (UAV)

\ PETA LOKASI PENELITIAN KLASIFIKASI

This study uses UAV image data taken from the Liang ST T s koo

Anggang Protected Forest area, Kalimantan -/ A

Maulidiya, E., Fatichah, C. & Suciati, N., (2023). Integration of Convolutional Neural
Network Features for Peatland Land Cover Classification Using UAV Imagery. Thesis.
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@ Integration of Convolutional Neural Network Features for Peatland
Cover Classification Using UAV Imagery

Pre-Processing

i i Cropping i -
We integrate the features of ResNet 50 and M | - i Data Splitting
DenseNet model to improve the performance of | i (5 —fold)

model

We also use Pruning Filter with Attention

Mechanism (PFAM) for reducing the number of
parameter

Experiment Session

the iterative
traming scheme.

i Prune selected ( ‘

Initialize network Y sSrhriine W It filters l Compact network
small correlations .

simultaneousl \ .

Maulidiya, E., Fatichah, C. & Suciati, N., (2023). Integration of Convolutional
Neural Network Features for Peatland Land Cover Classification Using UAV
Imagery. Thesis.

Testing Session

ResNet 50 +
DenseNet+PF

ResNet 50 +
DenseNet+PF
AM

AM

System Evaluation
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