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***Abstract* – In this paper we present the architecture and implementation issues of a dictation machine prototype for medical reports. This machine features a voice recognition input and a voice synthesis output. The physician dictates the results of a medical analysis to the system, controls the construction of the report as well as the system operation by an oral dialogue in natural language. At the end of the dictation, the system generates a written report.**

**In addition to signal processing, voice recognition and synthesis hardware, this prototype has a knowledge-based architecture whose Knowledge Sources perform the dialogue, the syntactic analysis and the semantic analysis of sentences. The entities handled by the system are represented in an object oriented form.**

INTRODUCTION

The production of medical reports is inherent in most of the medical analyses, in radiology, cardiology, neurology, etc. These analyses are generally described by the physician using a tape recorder. The report must be subsequently transcripted by a medical secretary.

Attempts are made to generate automatically the text of the report, directly from the dictation of the physician. This involves speech recognition and language processing techniques. Ideally this technique would save a lot of time because the report is immediately created, available for rereading, possible modifications or corrections.

Speech processing involves several levels of representation. The first level is acoustic. It includes data acquisition and sampling. The phonetic level corresponds to the recognition of sounds (phonemes). These phonemes are assembled into words belonging to a vocabulary at the lexical level. The location of words within sentences corresponds to the syntactic level. Semantics is the meaning of what the sentences describe.

Electronic circuit cards and systems which can perform real time speech recognition are appearing on the market. These systems, operating on a limited vocabulary, can recognize isolated words (a slight pause must separate them) or connected words. Present medical applications allow report dictations based on trigger words [1].

DESCRIPTION OF THE SYSTEM

The system we implemented uses a word recognition circuit. It parses the sentence syntax and performs certain semantic checking. In addition, the system manages a dialogue with the physician to compensate for possible failures from the recognition circuit (words not recognized or word confusions), to remove syntactic ambiguities as well as semantic inconsistencies,…[2,3]

Questions or answers from the system are both generated by a voice synthesis circuit and displayed on the screen. It allows the physician to dictate the report while visually analyzing images, for instance. Besides, through

this dialogue, the physician has access to edition controls such as sentence corrections, word deletions, pauses, resumptions,…

THE KNOWLEDGE SOURCES ARCHITECTURE

The system is based on a modular architecture composed of three main Knowledge Sources (KSs): Dialogue KS, Syntax KS, and Semantics KS. The Dialogue KS serves as a user interface and manages the interactions through a word recognition circuit and a text- to-speech synthesis circuit. It controls the activation of the Syntax and Semantics KSs.

Syntax and Semantics KSs process the natural language sentences of the report. The Syntax KS uses a lexicon and grammar rules to parse the words provided by the Dialogue KS and to build the sentences. The Semantics KS uses a rule base and an agenda to check the consistency of these sentences and their arrangement (their order) in the report.

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAB8AAAA8CAYAAACelmGhAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAD7ElEQVRYhe2YT0wiVxzH3wDToJMQiFUDYSAuGSJzYmMF1679s8oFENn0qrfqlbQ3EmyiNdGLZhNP1Vt7NZBo5bAt/omEsJgQLnBgBsKClaCh6yZYIsvM66VvO1IW0Er2Mr/ke5jf/N73897vTV5eBoMQgnZRKpUGE4mEmWEYKp1OGxmGoRiGoQqFAkmSZIGiKIaiKMZoNKYpimLMZnNicHCw1NYYQvhBsSxrmJ+f38JxvAYAgJ0Kx/HawsLCT5lM5lEr/6bJZDJJz87O/iKVSut3gTZKKpXW5+bmfk6lUqZmHEzYdggh5vP5VlZXV70QQkzYobGxsajZbE6g1lIUxWi12rOzszMt2oZ0Om1MJBLmaDQ6JhyLYRj0er2rKysrPgzDbgHfa2lp6YfG2Tscjl8jkciTVu1rVCQSeWK32/cbvZaXlxebtn19ff17YaHNZnsZj8cf3wXaqHg8/thms70U+m5sbHx3C761tTUvLJient6t1Wr4/wEj3dzcfOJ0OveE/tvb299CCAHgOE7S399/gV5MTU39Vq1W5Q8BRqpWq/LJycnfEWNgYKDEcZwExGKxUZTUaDR/VCoV4iHBSJVKhVCr1eeIdXp6+pkkGAza0cfncDj2CYK4bns43CMIgrh2OBz76DkYDNqBxWJ5hWYTCATc3Vg1kt/vf45YVqs1CmQy2TuUKBQK2m7C8/k8iVgymeydxGKxxFArwuHw0260vJm/1Wp9JXG5XLsosbe3N91NuNDf5XLtgmQySYN/WqFQKN6yLGvoRstZljUoFIq3iJVKpUyA53nMYDCwKEmSZD6bzQ49JDiTyTwiSTKPGAaDgeV5HgMQQnBycvKUIIgKeqnX63O5XE7/EOBcLqfX6/U55E0QRCUcDn8OoeBsPzo6+rKnp+cvVKRUKt8sLi4uX15efnof6MXFRb/P5/tRqVS+QZ69vb3Xx8fHX6CaWwNCodAzuVxeRcVogMfjeZHNZod4nsdaAXmex7LZ7JDH43khXAgAAMrl8mooFHomrP+PwcHBwdcmkyklHIiE43hNpVKVdTrda5qmkyMjI6c0TSd1Ot1rlUpV/tCNh6bp5OHh4VeNrKYr4DhO4vf7n6tUqj+bmXWq0dHRWCAQcHMcJ2nGablvbrfbf1/wzs7ON+22SdbqUMCwf29SXq8XDA8Pg2KxCM7Pz0GxWATlchn09fUBtVoNNBoNWFtbA1dXVwAAACYmJk5uXZmaREu4MMbHx4HT6WxZs7m5+R7eSUg6ruxCiHARLsJFuAgX4SJchItwES7CRbgIF+Ei/OPDO/4zMTMzAySS1nOt1+vdgfM8D3iev5N5u/iobf8b3MFCnP23jDwAAAAASUVORK5CYII=)

Words

**Dialogue KS**

Words Voice synthesis

circuit

Lexicon

Object Classes

**Syntax Semantics KS KS**

Grammar

Object Agend

Rule Base

Voice

recognition circuit

**Fig. 1**. The Knowledge Sources Architecture KNOWLEDGE REPRESENTATION

The application has been limited to a specific domain: reports of Holter ambulatory monitoring. The domain knowledge of medical reports was acquired by interviewing a specialist physician. The concepts, the entities mentioned and described by the physician, are represented as object classes: for instance, the object class “heart rhythm”. An object maps approximatively a short sentence. Object slots contain the characteristics of the instances of these classes.

Slots contain notably the description of the object instance through a list of values, for example: [irregular] or [irregular, slow], and the possible values of this list. Slots also concern the structure of the whole report: the slot “compulsory” signals if the object must be mentioned by the physician, the slot “next possible objects” allows to determine the dictation order (the “agenda”) of the report.

Different “rule” slots contain rule names that are inferred by the Semantics KS when a new instance is created, to check certain consistencies, to deduce other facts, or to modify the agenda. Slots contain messages that may be synthesized by the Dialogue KS. In case of error, an “error” slot then provides recovery points to the dialogue.

THE DIALOGUE KNOWLEDGE SOURCE

The Dialogue KS receives all the words from the recognition circuit and runs concurrently. It processes the control words and passes on the other words to the Syntax KS. Control words correspond to dictation controls such as “begin”, “quit”, “pause”,… answers, “yes”, “no”,… and to text edition controls such as “erase last word”, “erase a sentence”, “correct a sentence”, “write report”,… The Dialogue KS also processes errors detected in the Syntax KS and in the Semantics KS.

Text edition controls are interpreted and linked to operations on object instances. “Erase” corresponds to the removal of an item of the description slot (erase last word) or to the deletion of an object (erase a sentence). “Correct a sentence” corresponds to the modification of the description of the related object. The current agenda is modified to take into account the object to process.

If an error is detected by another KS, the Dialogue KS will synthesize a message corresponding to the type of error and to the current object. The Dialogue KS will also modify the agenda using heuristics and considering the recovery points.

The Dialogue KS keeps a record of the discourse history. This history is represented by the time-ordered list of the processed objects. At the end of the dictation, it is used to generate the written report.

THE SYNTAX KNOWLEDGE SOURCE

The Syntax Knowledge Source uses a parser based on Definite Clause Grammars [4] and implements phrase structure rules. Five types of phrases are defined: noun, verb, adjective, adverb, and preposition.

A lexicon contains all the words of the application, coded as a base of facts. These facts describe the word categories such as, for instance: verb(exist). Morphological aspects were not taken into account but could be easily implemented.

The Syntax Knowledge Source receives a continuous sequence of new words from the Dialogue KS and parses them incrementally. It adds each word to the phrase in progress, parses it and repeats the process as long as the phrase is correct and not complete. When a sentence is complete, significant words are passed on to the semantics KS and a new sentence is started. If the phrase cannot be parsed, control is given back to the Dialogue KS.

THE SEMANTICS KNOWLEDGE SOURCE

The Semantics Knowledge Source uses the object database and a rule base to insert the new object in the report, to check its consistency, together with the consistency of the report in progress.

The Semantics KS receives, from the Syntax KS, a list of words corresponding to the last complete sentence. This list includes notably the name of the object being described and its attributes. The Semantics KS verifies that this object is a member of the current agenda. Then it creates a new instance of the object class and fills the description slot with the attributes.

Object consistency rules are triggered considering the values of description slot. The rules check that these values are correct and do not conflict with those of previously described objects. In the same way, deduction rules are also triggered to automatically fill other object slots.

Finally, the new agenda is dynamically updated, using the “next possible objects” slot and considering the values of the description slot of the current object.

In case of failure, the type of inconsistency is notified and control is given back to the Dialogue KS.

IMPLEMENTATION AND RESULTS

A prototype was implemented on a 386SX compatible computer. The voice recognition and text-to-speech synthesis is performed by an Introvoice IV circuit board [5]. The board is driven by a dedicated resident software which signifies that it can operate concurrently with the dialogue and language processing program. Recognition is operated on isolated words which are stored in the keyboard buffer. Each speaker achieves the training process by repeating each word of the vocabulary about 5 times.

The software was developed using Prolog language. The total number of words of the application is 180 and the average number of sentences is approximatively 10. All the processes are fast enough to give the user the impression of real time. The prototype was tested on Holter analyses for which it could successfully generate the corresponding written reports.

CONCLUSION

In this paper we have presented a prototype of a dictation machine, mixing voice processing capabilities with natural language understanding and dedicated to medical reports. Positive tests were made on a specific subject (Holter recording) where it proved to be feasible and promising.

Efforts are under progress to extend the vocabulary and the grammar as well as to improve the edition controls, the management of the dialogue history, and the flexibility of the report agenda. Other improvements will also probably come from new recognition hardware.

We hope that this system, as well as the techniques we described, will aid the physicians in an friendly and efficient way in their routine reporting tasks.
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