**DeepRecog : Underwater Image Deblurring and Object Recognition Framework for AUV Vision Systems**

**Abstract:** Underwater explorations and probes have now become frequent for marine discovery and endangered resources protection. The decrease in natural light with increase in water depth and the characteristic of the medium to absorb and scatter light pose crucial challenges to underwater vision systems. AUVs depend upon their imaging systems for navigation and environmental resource exploration. This paper proposes [NAME] - an integrated underwater image deblurring and object recognition framework for AUV vision systems. The principle behind the image deblurring module involves a three-fold approach consisting of CNNs, adaptive and transformative filters. The ensemble object detection and recognition module identifies marine life and other frequently existent underwater assets from AUV images and achieves an accuracy of [ACCURACY] This framework was created with the purpose of providing real-time detection and recognition with minimal delay. The system can also be employed for former images acquired from AUVs and hopes to facilitate efficient solutions for marine image post-processing.

**1 Introduction**

The development, exploration and protection of marine life and underwater resources has gained significance attention from across the world due to increase in climate changes and global warming. Recent implementations in the domain of marine research as resulted in the fruition of advanced autonomous and manually operated vehicles for transporting visual equipment for detection and recognition of necessary targets in underwater conditions. The field of underwater exploration is a state of constant development and innovation due to the inherent need of imaging processing and computer vision techniques for understanding visual information that are corrupted by a wide number of factors. Light attenuation, scattering, non-uniform lighting, shadows, color shading, suspended particles, obscured vision due to existence of marine life are major contributors to this decrease in their ability to interpret valuable information from collected data. Autonomous under-water vehicles (AUVs) function completely on their own without the need of manual intervention and it is essential for them to have a viable perception of the elements in their surroundings. AUVs and their ability to extract valuable inferences from captured images is limited by the the aforementioned factors that are characteristic to the medium.

Deblurring algorithms and methodologies form an integral part in the AUV vision system for the enhancement of captured images, since the obtained data requires feasible pre-processing techniques in majority of the cases. While light flashes from the visual equipment can enhance visibility, enhancement algorithms are still essential for the underwater dark environments to enable autonomous object recognition. Deblurring processes are focused towards removing external and machine-based noise by estimating the blur kernel information and de-convoluting the image to obtain the ground truth representation. Both data-driven and traditional techniques have been employed in the past for this purpose. Recently, blind image deblurring techniques have gained traction in the field of image processing research due to their ability to restore the initial image with very little information on the attributes of the blur kernel. The reduction in peak signal-to-noise ratio (PSNR) within a considerable execution time is imperative for real-time functioning of the system. [2]

Recent innovations in machine learning have propelled object localization and object recognition techniques to new heights. Object detection can be defined as the identification of the locations of required targets in an image and their dimensions. The recognition component depends heavily on classification modelling to categorize the target. Image classification models understand the visual features inherent to an image and assign a class label relevant to it. Object detection and recognition methodologies follow a two-fold approach of isolating the region of interest from an image with diverse elements and classification of the recognized region to its appropriate label. The high amount of information and computational nature of image matrices has led to the development of deep-learning models that deploy extensive learning parameters and complex nodal architectures to traverse and understand the underlying information present in an image.

**2 Related Works**

The modern era of underwater imaging begun with the development of electrical vision systems. The implementations of SONAR or camera based imaging in AUVs and marine-exploration probes have been extant for quite some time and the need for employment of visual processing and recognition techniques are ubiquitous in marine research due to the unclear and noisy state of the medium. Applications requiring manual intervention have now become obsolete and the automated recognition systems are taking over.

Techniques for reversal of distortions and degradations produced in the image due to the light-diminishing and scattering properties of the water bodies has led to innovative proposals which deal with contrast-stretching and adaptive thresholding based upon existing edge-detection operators like Sobel, Canny, Prewitt, etc. While limited range detection is still viable, the expansion of the visual recognition range can be expanded significantly of with the introduction of appropriate deblurring strategies. The main focus of these processes is to derive a proper visual representation by reducing the PSNR and SSIM [2].Weighted guided filtering for deblurring in order to lessen halo artifacts can be propelled to the next level using gradient domain guided image filters that are focused towards blare restraining and boundary conservation[7].Single image super resolution of underwater images has also been proposed in the past using a set of low resolution and high resolution compact cluster dictionaries. The removal of unwanted signals in the image especially caused due to the suspended particles in the ocean water was implemented using object detection and removal. The two fold approach was significant in removing the marine particles while preserving target object edges[13].One significant breakthrough in removing the undesirable characteristics of colour distortions and visible noise was attained by the simplification of the Jaffe-McGlamery optimization algorithm by G. Huo et.al. Their approach was based on the derivation of a red-arc channel prior for the estimation and transmission of background light. A simple and efficient low-pass deblurring filter was also proposed and the experimental results conclusively proved that their proposed algorithm was feasible for the eliminating the influence of absorption and scattering[8].Underwater image segmentation establishes itself as a reliable and stable pre-processing method for enhancing the accuracy of target tracking and recognition. Segmentation algorithms in this field of research aim to solve the contour-deformation and edge-expansion problems in traditional methodologies. The modern segmentation algorithms are geared towards removing haze and improving object visibility[9].

Artificial object based mean-shift tracking and template matching designs for underwater robots has been proposed with the combination of a novel weighted correlation coefficient employing colour and feature based techniques to test the performance under various lighting conditions [3]. The proposed system was tested using an underwater robot platform yShark made by KORDI. Frameworks for AUV motion planning take into consideration both the self-dynamics of its actuators along with the water-flow motion features [4]. The generation of vertices leads to extension of controller action considered in previously existing literature where the circulation and location are considered as discrete values in time with optimum constraints achieved through multi-processing.The increasing need of real-time data processing for onboard mission planning and adaptions in AUV route-decisions due to the wide bandwidth requirements and data intensive computations was the main purpose for the development of anomaly detection frameworks in the past. The need for instant mitigation and response is crucial in dealing with situations can may cause damages or disastrous outcomes to the AUVs. The existing frameworks demonstrate their capability on side scan SONAR datasets collected by AUVs where the identification of salient regions are performed by newly developed algorithms that are analogous to key-point matching and detection techniques in the field of image processing [5]. The framework also allows transfer of obtained imagery for analysis by the operators and their relevant feedback. One prime example of an efficient qualitative navigation system was established by Memorial University[6]. Memory Explorer AUV enables path following and localization where a globally referenced position estimate is not necessary for its operation along the trained route.

Several object-detection algorithms are currently being applied for ocean exploration, employing contour segmentation and border-mapping techniques to locate objects and realize the target position [1].Object detection data models and datasets are a crucial requirement in the field of underwater resource tracking and navigation. UDD is one such underwater open-sea farm object detection dataset that consists of images classified into 3 labels - scallop, sea cucumber, and sea urchin. It is one of the first datasets collected in a real open-sea farm with close to 2227 images. The paper also proposed a novel GAN algorithm (Poisson GAN) to combat class-imbalance issues in UDD[10].Other object detection algorithms are usually built upon Convolutional Neural Networks (CNN). Deformable CNNs[11] pre-process underwater images in order to increase contrast and remove deviation of colour. ResNet-101 was utilized as a sub-network for feature extraction using deformable convolutional models and showcased prominent feature extraction improvements. With the development of both image enhancement and object detection networks for marine resource recognition, it is imperative to understand the correlation between these models. Changes in the parameters defining image quality after enhancement processes and the accuracy achieved in object detection were carried out. An increase in accuracy on the image enhanced dataset was recorded but no direct statistical correlations were established between the parameters changes and final detection accuracy[12].

**3 Proposed system**

The [NAME] framework follows a hybrid approach of combining image dehazing and underwater object recognition for enhancing AUV image interpretations. The novel framework and its process flow is depicted in Figure 1. The functioning of the framework is set in motion once the image is captured by the AUV vision system. The attained visual data is passed through a custom layered deep learning model for deblurring and the processed image is made feasible for object detection. An ensemble object detection module has been built to predict target boundaries and their classes by obtaining a weighted average of 2 pre-trained models subjected to transfer learning. (YOLOv5 and MR-CNN). As the system executes a dual model approach for underwater object detection and deep learning based image processing, the final recognition outputs of our [n] framework provide a concise and visually accurate solution, disregarding irrelevant objects. This will alleviate the vulnerabilities and weak points of existing AUV vision recognition frameworks.

**3.1 Deblurring Module**

The deblurring algorithm follows a triadic approach - an end to end transmission map is estimated using CNNs, colour deviation is removed based upon white balance parameters, and the final image is de-noised using hybrid wavelets and directional filter banks. The CNN is focused toward feature extraction, non-linear regression, local extremum and multi scale mapping. The feature extraction is carried out by three kernels of different sizes to extract multi scale features. The final output is compressed by the Maxout activation function and is normalized using bilateral rectified linear unit (BReLU). Unrealistic colour deviations can be amended based upon light estimation and colour correction. Final image is subjected to HWD transformation and Laplacian pyramids are utilized to obtain an amalgam between the colour corrected and blur free image.

**3.2 Ensemble Detection Module**

Elementary object-detection algorithms were not as systematic as we want them to be today. To detect an object, the methodology involved implementing a classifier for the particular object, and estimate its closeness at several locations of the image. Many of the said algorithms used a sliding-window style to run the classifier at uniformly spaced regions over the entire image matrix. More recent trends include the use of R-CNNs that employ the use of region proposal methods to initially generate probable bounding boxes. The said classifier was limited to running over these boxes for recognition, rather than the entire image. Post-processing techniques for filtering and increasing the accuracy of the boxes, as well as the removal of duplicate boxes were included.

Most of the popular object-detection algorithms have one main drawback - Speed for real-time object detection. YOLO re-defines object detection as an uncomplicated regression model. The naming ‘You Only Look Once’ is administered literally, as the system only looks once at the image to predict the objects. The consolidated model has multiple advantages over earlier methods and is specifically optimized for detection performance. The decreased processing time can be attributed to the fact that object detection is defined as a regression problem, which negates the need for a complex pipeline.

**3.2.1 YOLOv5**

First, a single CNN concurrently predicts various bounding boxes and the probability or confidence level of each object being present in the described box. Secondly, YOLO aims at the image globally, rather than region-restricted techniques mentioned earlier. The entire image is understood during training and testing to encode the correspondent data of the objects, as well as their other visual attributes. Thirdly, it generates generic rendition of objects and their boxes. This step also involves the usage of mathematical methods such as Non-Maximal suppression and Intersection-over-union to excise duplicate boxes.

**4 Experimental Results**

The entire framework was coded on a Ryzen 5 3600 @ 3.6 GHz, 16GB RAM PC. It is built upon MATLAB (deblurring module) and Python (object detection).

To evaluate the higher visual enhancement of our blur-removal algorithm, an extensive comparison was drawn among recent work[REFERENCE] in underwater image debluration. Figure [N] showcases the visual enhancements of our model in comparison with the ground truth and other existent works. Hence it can be inferred that our deblurring module provides a much more visually refined output suitable for further image operations (in this case, object detection).

Our ensemble object detection module is applied on the obtained enhanced image dataset and showcases significant improvement in comparison to past research, as depicted in []. Figure [N] visualizes the metrics and parameters of our ensemble model.

**5 Discussions**

**6 Conclusion**

[NAME] accomplishes the combinational proposal of integrating deblurring and object detection into a single application entity focused towards marine resource research and improving AUV vision. The proposed framework is more robust and surpasses several existing research works both in terms of individual module comparisons as well as complete framework analytics. [NAME] aims to bridge the gap between high resolution object detection and underwater vision. Future scope of research may be directed towards [….].
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