Topic-Link LDA: Joint Models of Topic and Author Community

Liu, Y., Niculescu-Mizil, A., & Gryc, W. (2009, June). Topic-link LDA: joint models of topic and author community. In *proceedings of the 26th annual international conference on machine learning* (pp. 665-672). ACM.

Current solutions to both topic modeling and community discovery have one major drawback: they treat all links (or missing links) between documents the same, which usually is not true in practice

To the best of our best knowledge, there is very limited work to jointly model underlying topics, author community, and link formation in one unified model.

Assumption, i.e. a citation between two documents is not purely due to content similarity.

topic-Link LDA model, we aim to quantify the

effect of topic similarity and community similarity to

the formation of a link. Therefore the model has three

major components with

we make the simple assumption that all

documents share the same Dirichlet parameter so that

inference can be made feasible for large-scale datasets.

In addition, we argue that if we are only interested in

documents within one specific domain (e.g. politics),

the simplification might be reasonable

Block-LDA: Jointly modeling entity-annotated text and entity-entity links

Balasubramanyan, R., & Cohen, W. W. (2011, April). Block-LDA: Jointly modeling entity-annotated text and entity-entity links. In *Proceedings of the 2011 SIAM International Conference on Data Mining* (pp. 450-461). Society for Industrial and Applied Mathematics.

**Minimum Spanning Tree Based Clustering Algorithms**

The MST clustering algorithm is known to be capable of detecting clusters with irregular boundaries. Unlike traditional clustering algorithms, the MST clustering algorithm does not assume a spherical shaped clustering structure of the underlying data.

Once the MST is built for a given input, there are two different ways to produce a group of clusters. If the number of clusters k is given in advance, the simplest way to obtain k

clusters is to sort the edges of the minimum spanning tree in descending order of their weights, and remove the edges with the first k−1 heaviest weights. undesired clustering structures and an unnecessarily large number of clusters, commonly faced by the EMST

Grygorash, O., Zhou, Y., & Jorgensen, Z. (2006, November). Minimum spanning tree based clustering algorithms. In *Tools with Artificial Intelligence, 2006. ICTAI'06. 18th IEEE International Conference on* (pp. 73-81). IEEE.

[**Document clustering based on non-negative matrix factorization**](http://dl.acm.org/citation.cfm?id=860485)

Xu, W., Liu, X., & Gong, Y. Document clustering based on non-negative matrix factorization. In *Proceedings of the 26th annual international ACM SIGIR conference on Research and development in information retrieval* (pp. 267-273). ACM.
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