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**Kubernetes RBAC (Role-Based Access Control) - Notes**

**1. Introduction to Kubernetes RBAC**

**What is RBAC?**

* Role-Based Access Control (RBAC) is a security model in Kubernetes that defines **who (users/service accounts) can do what (permissions) on which resources**.
* It is **easy to understand but crucial to implement correctly** to prevent unauthorized access and security breaches.

**Why is RBAC important?**

✅ Controls **user access** (e.g., developers, QA engineers, DevOps teams).  
✅ Manages **service accounts** (determines what pods and applications can do).  
✅ Prevents **unauthorized actions**, such as accidentally deleting critical resources like etcd.

**2. Two Key Aspects of Kubernetes RBAC**

**A. User Management**

* Kubernetes **does not manage users directly**; it relies on external Identity Providers (IdP).
* Common Identity Providers include:
  + **AWS IAM** (for Amazon EKS clusters).
  + **LDAP, Okta, GitHub (via Keycloak), OpenShift (DevSandbox)**.

**How It Works:**

1. Users authenticate via an Identity Provider (e.g., AWS IAM, GitHub, Google OAuth).
2. The Kubernetes API server validates the credentials via **OAuth/OIDC**.
3. Once authenticated, the user’s **RBAC permissions** determine what actions they can perform.

**B. Service Account Management**

* **Service Accounts (SAs)** are used by **pods and applications** to interact with the Kubernetes API.
* Every pod gets a **default service account**, but custom service accounts can be created for **fine-grained access control**.

**3. Core Components of Kubernetes RBAC**

**1. Service Accounts & Users**

* **Service Accounts:** Used by pods and applications (defined via YAML).
* **Users:** Managed externally via an Identity Provider (IdP).

**2. Roles & ClusterRoles**

* **Role:** Defines **permissions within a single namespace**.
* **ClusterRole:** Defines **permissions at the cluster level** (applies across all namespaces).
* Example permissions:
  + get, list, create, delete **pods, configmaps, secrets, etc.**

**3. RoleBinding & ClusterRoleBinding**

* **RoleBinding:** Assigns a **Role** to a **User or Service Account** in a specific namespace.
* **ClusterRoleBinding:** Assigns a **ClusterRole** to a **User or Service Account** across the entire cluster.

**4. How RBAC Works (Flow Diagram)**

1. **User logs in** via an external Identity Provider (IdP) or **Pod runs using a Service Account**.
2. A **Role/ClusterRole** defines the allowed actions (e.g., get, list pods).
3. A **RoleBinding/ClusterRoleBinding** links the Role/ClusterRole to the User or Service Account.

**Example Use Case:**

* **Role:** Allows get, list pods in the dev namespace.
* **RoleBinding:** Assigns this Role to developer-user.
* ✅ Now, developer-user can only **view pods** in the dev namespace but cannot delete them.

**5. Practical: OpenShift Free Cluster (30-Day Trial)**

**How to Get a Free OpenShift Sandbox**

1. Visit [OpenShift Developer Sandbox](https://developers.redhat.com/developer-sandbox).
2. **Register for a free Red Hat account** or log in if you already have one.
3. Click **"Start your Sandbox for Free"**.
4. Once logged in, you receive a **dedicated OpenShift cluster for 30 days**.
5. Use the **OpenShift Web UI** or **CLI (oc or kubectl)** to interact with your cluster.

**Why Use OpenShift Sandbox?**

✅ **Namespace-based isolation** – Each user gets their own Kubernetes namespace.  
✅ **Deploy applications** – Run Pods, Deployments, Services, and Ingress.  
✅ **RBAC Exploration** – Create **ServiceAccounts, Roles, and RoleBindings** to practice access control.

**6. Next Steps (Upcoming Lecture)**

* **Hands-on RBAC**: Create **ServiceAccounts, Roles, and RoleBindings** in OpenShift.
* **Understanding Role vs. ClusterRole & RoleBinding vs. ClusterRoleBinding**.

**Key Takeaways**

✅ **RBAC controls access** in Kubernetes (users & service accounts).  
✅ **Users are managed externally** (AWS IAM, LDAP, GitHub).  
✅ **Service Accounts grant permissions to applications and pods**.  
✅ **Roles define permissions, RoleBindings assign them to users/SAs**.  
✅ **OpenShift Sandbox offers a free 30-day cluster** to practice RBAC.

📌 **Action Item:**

* **Sign up for OpenShift Sandbox** and explore the cluster before the next lecture.

🔗 **Next Lecture:** Hands-on **RBAC implementation in OpenShift**.

**Subscribe for more DevOps & Kubernetes content!** 🚀

# \*\*Kubernetes RBAC (Role-Based Access Control) - Notes\*\*

## \*\*1. Introduction to Kubernetes RBAC\*\*

- \*\*What is RBAC?\*\*

- Role-Based Access Control (RBAC) is a security mechanism in Kubernetes that defines \*\*who (users/service accounts) can do what (permissions) on which resources\*\*.

- It is \*\*simple to understand but critical to implement correctly\*\* because misconfigurations can lead to security risks.

- \*\*Why is RBAC important?\*\*

- Controls \*\*user access\*\* (e.g., developers, QE engineers, DevOps teams).

- Manages \*\*service accounts\*\* (what permissions pods/applications have).

- Prevents unauthorized actions (e.g., deleting critical resources like `etcd`).

---

## \*\*2. Two Main Parts of Kubernetes RBAC\*\*

### \*\*A. User Management\*\*

- Kubernetes \*\*does not manage users directly\*\*; it \*\*offloads user management to external Identity Providers (IdP)\*\*.

- Examples of Identity Providers:

- \*\*AWS IAM\*\* (for EKS clusters).

- \*\*LDAP, Okta, GitHub (via Keycloak), OpenShift (DevSandbox)\*\*.

- How it works:

- Users authenticate via IdP (e.g., login with Google, AWS IAM, GitHub).

- Kubernetes API server validates credentials via \*\*OAuth/OIDC\*\*.

### \*\*B. Service Account Management\*\*

- \*\*Service Accounts (SAs)\*\* are used by \*\*pods/applications\*\* to interact with the Kubernetes API.

- Every pod gets a \*\*default service account\*\* if not specified.

- Custom SAs can be created for \*\*fine-grained access control\*\*.

---

## \*\*3. Key Components of Kubernetes RBAC\*\*

### \*\*1. Service Accounts / Users\*\*

- \*\*Service Accounts (SAs):\*\* Used by pods/applications.

- Defined via YAML (`serviceaccount.yaml`).

- \*\*Users:\*\* Managed externally via Identity Providers.

### \*\*2. Roles & ClusterRoles\*\*

- \*\*Role:\*\* Defines permissions \*\*within a single namespace\*\*.

- \*\*ClusterRole:\*\* Defines permissions \*\*cluster-wide\*\*.

- Example permissions:

- `get`, `list`, `create`, `delete` pods, configmaps, secrets.

### \*\*3. RoleBinding & ClusterRoleBinding\*\*

- \*\*RoleBinding:\*\* Links a \*\*Role\*\* to a \*\*User/Service Account\*\* in a namespace.

- \*\*ClusterRoleBinding:\*\* Links a \*\*ClusterRole\*\* to a \*\*User/Service Account\*\* cluster-wide.

---

## \*\*4. How RBAC Works (Flow)\*\*

1. \*\*User logs in\*\* (via IdP) or \*\*Pod runs with a Service Account\*\*.

2. \*\*Role/ClusterRole\*\* defines \*\*what actions are allowed\*\*.

3. \*\*RoleBinding/ClusterRoleBinding\*\* attaches the \*\*Role to the User/SA\*\*.

\*\*Example:\*\*

- \*\*Role:\*\* Allows `get`, `list` pods in `dev` namespace.

- \*\*RoleBinding:\*\* Assigns this Role to `developer-user`.

- Now, `developer-user` can only \*\*view pods\*\* in `dev` namespace.

---

## \*\*5. Practical: OpenShift Free Cluster (30-Day Trial)\*\*

### \*\*Steps to Get a Free OpenShift Sandbox:\*\*

1. Go to [OpenShift Sandbox](https://developers.redhat.com/developer-sandbox).

2. \*\*Register a Red Hat account\*\* (or log in if existing).

3. Click \*\*"Start your Sandbox for Free"\*\*.

4. After login, you get a \*\*dedicated OpenShift cluster for 30 days\*\*.

5. Use \*\*CLI (`oc`/`kubectl`)\*\* or \*\*Web UI\*\* to interact with the cluster.

### \*\*Features of OpenShift Sandbox:\*\*

- \*\*Namespace-based isolation\*\* (each user gets a dedicated namespace).

- \*\*Deploy applications\*\* (Pods, Deployments, Services, Ingress).

- \*\*Explore RBAC\*\* (create ServiceAccounts, Roles, RoleBindings).

---

## \*\*6. Next Steps (Upcoming Lecture)\*\*

- \*\*Hands-on RBAC:\*\* Creating \*\*ServiceAccounts, Roles, RoleBindings\*\* in OpenShift.

- \*\*Difference between Role vs ClusterRole, RoleBinding vs ClusterRoleBinding\*\*.

---

## \*\*Key Takeaways\*\*

✅ \*\*RBAC controls access in Kubernetes\*\* (users & service accounts).

✅ \*\*Users are managed externally\*\* (AWS IAM, LDAP, GitHub).

✅ \*\*Service Accounts are for pods/applications\*\*.

✅ \*\*Roles define permissions, RoleBindings assign them\*\*.

✅ \*\*OpenShift Sandbox provides a free 30-day cluster\*\* for practice.

📌 \*\*Action Item:\*\*

- \*\*Sign up for OpenShift Sandbox\*\* and explore the cluster before the next lecture.

🔗 \*\*Next Lecture:\*\* Practical implementation of \*\*RBAC in OpenShift\*\*.

---

\*\*Subscribe for more DevOps & Kubernetes content!\*\* 🚀