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A Novel Large-Memory Neural Network as an Aid
In Medical Diagnosis Applications

Hubert Kordylewski, Daniel Graupé&ellow, IEEE and Kai Liu

Abstract—This paper describes the application of a large  In the training phase, a subset of subwords in the input word
memory storage and retrieval (LAMSTAR) neural network to  will represent the output of the network (diagnosis/decision).
medical diagnosis and medical information retrieval problems. Each subword; is then channeled to a corresponditigSOM
The network is based on Minsky’s knowledge-lines (k-lines) theory dule that t—” dat ina ttrecat fthe i t
of memory storage and retrieval in the central nervous system. module that stores ,a aconcemmg a'egory orthe Ippu
It emp|oys arrays of Seh‘_organized map modules, such that the word. The network is thus 0rgan|zed to find a neuron in a set
k-lines are implemented via link weights (address correlation) that of neurons of a class (namely, in one SOM module) that best
are being updated by learning. The network also employs features matches (correlates) with the input pattern.
of forgetting and of interpolation and extrapolation, thus being By its structure, as described in Section Il, the LAMSTAR

able to handle incomplete data sets. It can deal equally well with twork i - | ited to deal with dical di .
exact and fuzzy information, thus being specifically applicable to NStWOrK 1S uniquely suited o deal with medical diagnosis

medical diagnosis where the diagnosis is based on exact data, fuzzyeroblems [2]-[4] where data are of many vastly different
patient interview information, patient history, observed images, categories, where some categories may be missing for some
and test records. Furthermore, the network can be operated patients (cases), where data are both exact and fuzzy, and
in closed loop with Interet search engines to intelligently use \ynere the vastness of data requires very fast algorithms. These
data from the Internet in a higher hierarchy of learning. All of . . .

the above features are shown to make the LAMSTAR network features are rare to find, es_,peC|aIIy when Com'ng tOget_her’
suitable for medical diagnosis problems that concem large data in other neural networks. Still, the LAMSTAR improves its
sets of many categories that are often incomplete and fuzzy. learning with increased case experience. It involves a degree of

Applications of the network to three specific medical diagnosis stochasticity to avoid rigidity in its decisions.
problems are described: two from nephrology and one related to

an emergency-room drug identification problem. It is shown that
the LAMSTAR network is hundreds and thousands times faster Il. OUTLINE OF THE LAMSTAR NETWORK

in its training than back-propagation-based networks when used A  Basic Structural Elements

for the same problem and with exactly the same information.

The SOM structure employed in the LAMSTAR system ad-

heres to fundamentals of the SOM structure, but it differs in de-
tails. Whereas in Kohonen'’s networks [5] all neurons of an SOM
module are checked, in the LAMSTAR network, only a finite
I. INTRODUCTION group of p neurons is checked at a time due to the huge number
HIS PAPER is concerned with the application of of neurons inv_olved (thg large memory_involved). The fina_ll set
large memory storage and retrieval (LAMSTAR) neurd?f P neurons is determined by the weiglifs;), as shown in
network to several medical diagnosis problems. The neural nEtgs- 1 and 2. . . .
work discussed in this paper is a network specifically designeg” Winning neuron is determined for each input based on the
for large-scale memory storage and retrieval of informatiofimilarity between the input (vectot in Fig. 2) and a weight
The LAMSTAR network [1, Ch. 13]-[4] attempts to storeV€CtorW (stored information). For an input subword;, the
and retrieve patterns in a computationally efficient manné¥inning neuron is determined by minimization of a distance
using tools of neural networks, especially self-organizing m&}Prm ||| given by
(_S(_)M)-based networ_k modules_, combined with statistical d X, W, mll=min || X, W, || Vke({, l+p);i~{N; ;}
cision tools. The basic processing modules of the LAMSTA ’ ’ ’
network are modified Kohonen SOM modules [5]. In the @)
LAMSTAR system, the information is stored via correlationynere
links between individual neurons in separate SOM modules. winning unit insth SOM module;

The input word is coded in terms of a real vectomgiven by (N;.;) weights to determine the neighborhood of top pri-
ority in module;

Index Terms—Adaptive systems, medical diagnosis, neural net-
works, pattern recognition, self-organizing feature maps.

T
X = [&T’ 2k, . gﬂ (1) l first neuron to be scanned (determined by weights
Ni7 J)'
whereT” denotes transposition. B. Links Between SOM Modules (eights)
Manuscript received July 9, 2001. Information in the LAMSTAR system in encoded via corre-

The authors are with the Department of Electrical Engineering and Computer. . . L .
Science, University of lllinois, Chicago, IL 60607-7053 USA. fation links L;, j (Figs. 1 and 2) between individual neurons in
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Link weight valuesL are determined by evaluating distance

minimization to determine winning neurons, where each win
N o (successfulfit) is counted by a count-up element associated with
| initialization Horizontai . . . . . .
I Link Weights each neuron and its respective |nput—S|dg links (Flg.' 2) [1, Ch.
| 13], [6], [7]- The values of. links are modified according to
i SOM Modules
k,m k,m k,m
: Li,j (t + 1) :Li,j (t) - (Li,j (t) - Lmax) s
| - N $ for LY 1"(t) > TH (4a)
: g 3 g LEm™t4+1)=0,  for L") < TH (4b)
AN T =y gl e —
: : § g g ; outp\ut where
| neyron | > § A (dispiay) TH forgetting threshold (applies only b weights);
I > Lﬁ’;” links between neurofin kth module and neuropn
; S in mth module;
| — | 5 @ learning coefficient;
| Tiem Luax  maximal links value.
| Pl The count up (as the subsequent weight delay due to forget-
Horizontal . . .
| Link-Weights ting) set mean weight values to be stochastically modulated.
! . Link weights L; ; decay over time, as a result of the learning
| i gain TE interrupt formula of (4a) and (4b). Hence, if not chosen successfully, the
|| Slochestic [<Sating] Threshota  Threshold | d (4b). Hence, _ ully,
| i\etétlon'a gﬁ’{t}\zgg, appropriatel; ; will drop toward zero). This helps to avoid the
| correlations  decisions need to consider a very large number of links, thus contributing
| interrupt | i ) to the network efficiency.
[
_______ S Task Evaluat E . . 3
- 3| TeskEvalustor (D) C. Retrieval of Information in the LAMSTAR Network

1) Input Word for Training and Information Retrievaln
Fig. 1. General block diagram—LAMSTAR network. Task evaluation uni it ; ; ;
provides highest hierarchy of control—to modify tolerances and thresholdtispplIc.:atlonS suqh as medlcal d|ag_n05|s, the LAMSTAR. SySter.n
Stochastic modulation unit introduces modulation noise to all settings .tramed fOI’ dla'gnOSIS. by.eme”_ng the sym.pt.oms/dlagno&s
weights. pairs (or diagnosis/medication pairs). The training vectors are
of the following form:

neurons for an entire input word. Instead, only individual sub- S - -
words are stored in SOM module®/( weights), and correla- X = [& Ly ey Ty dy ---,dk} (®)

tions between subwords are stored in terms of creating/adjustinﬁ _
L links (L;,; in Figs. 1 and 2) that connect neurons in differefereéd are subwords representing the output of the network

SOM modules. (diagnosis/decision).

When the new input word is presented to the system duri In the LAN_ISTAR,S processing of data (storage gnd retrieval),
the training phase, the LAMSTAR network inspects all Weigfﬂge diagnosis subwordsi in ()] are proce_ssed in the same
vectors(W;) in SOM module that corresponds to an input sypMmanner as other subword_s, nam_ely, all punishment/reward feed-
word z; to be store. If any stored pattern matches the input SJ?)@CkS also apply to the diagnosis subwords. Therefore, one or
word z; within a preset tolerance, the system updates weigr'ifkore SOM module serve as output modules to output the LAM-

; : . STAR'’s decision/diagnosis.
W according to the following procedure:
g ap The input word of (1) and (5) was shown to be a coded word

(see Section 1I-A), comprised of subwor(s;) that relate to
Wi m(t+1) =W, n(t) + (Ki(t) — Ei,m(t)), various categories (input dimensions). Also, each SOM module
of the LAMSTAR network corresponds to one of the categories

forms: &, <ei(cons} ®) of z; such that the number of SOM modules equals the number
where of subvectors _(subwo'rdgz)n, andd in X are.defined by (5).
Wi n(t+1) modified weights in modulé for neuronm; 2) Channeling Weights for Fast Retrievaln the LAM-
—nm . . ) ' STAR network, the input subword is channeled to only one
@i learning coefficient for modulg SOM module at a time. To speed up the search process, a
Em minimum error of all weight vector®/; in  two-stage channeling process is employed. First, welght
module: [see (2)]. (as in Figs. 1 and 2) determine which subword of any input

If no match was found, the system creates new pattern in tiverd is to be the first examined, noting that from then on,
SOM module. It stores input subwogd as a new patteri?’y,, the inter-module linksL; ; will take over to consider other
where index: is the first unused neuron in thilhn SOM module. subwords. For application when input word categories are
We repeat the above storage procedure for every input subwassumeda priori of equal importance, or na priori infor-

z; to be stored. mation about input work categories is availablg, weights


HwangDaeJun
강조

HwangDaeJun
강조

HwangDaeJun
강조

HwangDaeJun
강조

HwangDaeJun
강조


204 IEEE TRANSACTIONS ON INFORMATION TECHNOLOGY IN BIOMEDICINE, VOL. 5, NO. 3, SEPTEMBER 2001

input sub-word

input word X

selecting which module to
check first

- selecting which group of p
neurons to check first, then iterate

for reinforcement low
hierarchy feedback from
SOM neurons: See

module: M1

LOW - HIERARCHY FEEDBACK FROM NEURONS

reinforcement [count-up] Vh
-, at success
Nhagy .

neur neur- J y

oni on Q[ ,
S

reinforcement
Ly,i at success
SOM module k SOM module  h

Fig. 2. Details of Fig. 1. (top) Links between SOM modules. (bottom) Low-hierarchy feedbacks from neurons that control Melghtnd L used in the
LAMSTAR.

should be modified by simple increment (reward) or decremetigs to certain neurons of the same SOM module. This is accom-
(punishment) functions as follows: plished feedback based on counting (rewarding) past successes,

Vit +1) = { Vi(t) + €, for V;(t) < Vimax as displayed in details in Fig. 2, to increase weighsaccord-

for V;(¢) > Vinax

Vi(t) (6) ingly orto reduce it, if a “drought” has been observed in utilizing
h q I - d a certain memory, the latter being a forgetting feature.

where denotes a small increment/decrement, . 3) SOM Correlations, Links, and Wandering Search&se
The SOM module is pseudorandom determined accordin

e . . . gVF/‘i)nning output of the SOM moduléf ; ,, in (2)] that has been
a probability distribution function (PDF) determined bywe'ghtFeached by the above feedback proéérgs and the subsequent sto-
V; according to the following rule:

chastic modulation will activate all the nodes associated with it

p— Vi @ in other SOM modules. A single concept subword automatically
‘ k results in connecting to associated subwords with the highest
Z Va Lé‘;’;” link weights according to the following rule:
n=1
where Wi =W,  fOrLy™>Ly™ Yn#j#i  (8)
P, probability of choosingith SOM module for initial ’ ’
search; where
V;  weights associated with thiéh SOM module; Lfy’j’" links between neurohin kth module and neurop
K number of SOM modules with active inputs. in mth module;

Furthermore, and is again most important to speed up thisW,, x
search, weight¥v;;, as in Figs. 1 and 2 serve to assign priori-

weights of the neurom (pattern) inmth SOM
module.
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Thus, after the activation of neurons in other SOM modulésterpolation feature of the LAMSTAR system is a result of in-
[via Lf}’}" links of (8)] the retrieval pattern (word) would be terpolation capabilities of the SOM structure employed.

Y= [Ei, W W W EZ} 9) l1l. M EDICAL DIAGNOSIS APPLICATIONS OF THE
LAMSTAR NETWORK
where
Ww!  weights that results from neurons activation E@}" A. General Discussion
links; Nearly all clinical decisions are based on many categories of
W; weights of a neuron from SOM module selected byata. Some categories are often fuzzy, while some are exact,
procedure described above. and often categories pieces are missing (incomplete data sets).

As mentioned in Section II-B, the LAMSTAR network can be
trained with incomplete data or category sets. Therefore, due
to its features, the LAMSTAR neural network is a very effec-
The resulting retrieval i of (9)] is subsequently checkedtive tool in such situations. The knowledge base of the system
at the SOM level concerning correlations between stored swontains a mathematical extract of a series of cases with known
words and input subwords. The links are then reinforced in caggficome inputted to the system in the training phase. As an
of a successful retrieval to “strengthen” the weights of such linksput, the system accepts data defined by the user, such as:
according to (5). 1) patient’s age; 2) height; 3) weight; or 4) very specific data,
Therefore, if for a given SOM module, a winning neuron hass is shown in the diagnostic cases presented below. The system
been determined (for its corresponding input subword), and thgien builds the patient model (based on data from past experi-
the highestL-valued links to subwords relating to another dience and training) and searches the stored knowledge to find the
mension (other subword) of the input word (and which are dest approximation/description to the clinical features/parame-
may be stored in another SOM module) are being examinedrs given as input data. Thus, the LAMSTAR's function is to
The final full word retrieval  of (9)] is than accepted/rejectedhelp the physicians to tackle a specific clinical problem by pro-

D. Determination of Winners in Output Modules

by the Task Evaluation Unit of Fig. 2. viding information in the form of, say: 1) possible diagnosis;
The acceptance formula is 2) facts about a disease; 3) suggested medication; 4) medica-
n tion dosage; 5) potential adverse drug reaction; 6) recommended
Tosi— 1, for Z 2 <€ (10) therapy; a_md 7)_ predigtioq of t_he patient’s conditions.
i=0 In medical diagnosis situations, the LAMSTAR system can
0,  otherwise be used as a: 1) teaching aid; 2) diagnosis aid; 3) tool for data
where analysis; 4) classification tool; and 5) prediction tool.
e error preset by the user in 0.1-0.25-m range (where The LAMSTAR network can provide multidimensional anal-
is the number of subwords); ysis of input variables that can, for example: 1) assign different
z; logical fit or misfit for each subword calculated as folWeights (importance) to the items of data; 2) find correlation
lows: among input variables; or 3) perform identification, recognition,

and clustering of patterns. Being a neural-network algorithm,
the LAMSTAR system can do all this without reprogramming
2 = { 1, for ||Xi_ — Wi ml|l <e (11) per each diagnostic problem. The following subsections discuss
0,  otherwise the application of the LAMSTAR network to various medical
problems and compare performance with other neural networks
applied to the same problems using the same data. The exam-
e, vigilance parameter (usually in 0.1-0.25 range); ples_ considered below are: 1) pat_ient diggnosis aftgr rempval
X, weights ofith category in the input word. of kidney stolnes; 2) renal cancer dmgposys; and 3) dlag'n05|s of
Once a retrieval has been completed the feedback sigrididg abuse in an emergency-room situation (unconscious pa-
begin the adjustment of all weight®’(L, N) that were in- tle_nt)._ The examples presented below illustrate the scope of ap-
volved in the retrieval according to (4a) and (4b). plications of the LAMSTAR network.
Through theL;; links, the LAMSTAR network facilitate ex- ) ) )
trapolation and interpolation to previous related subwords tHat ase Study of ESWL Medical Diagnosis Problem
were missed or mistaken given an inputword. As was mentionedl) Problem Statementin this example, the LAMSTAR
above, in the retrieval phase, the network uses only one subweydtem is applied to aid in a typical urological diagnosis
of the input word (selected via weights). Other subwords are problem. It evaluates a patient's condition and provides
used only for comparison with the input pattern, and evaluatibong-term forecasting after removal of renal stones via ex-
of difference by the Task Evaluation Unit [see (11)] to detetracorporeal shock-wave lithotripsy (ESWL). The ESWL
mine a fit between the interpolation/extrapolation of previouslyrocedure breaks very large renal stones into small pieces
stored and new information. While the LAMSTAR system exthat are then naturally removed from the kidney with the
trapolates entire subwords (as was shown above)yvimks urine. Unfortunately, the large kidney stones appear again in
[i.e., via (8)], the interpolation takes place inside specific sul0%—-50% of patients (1-4 years post surgery). It is difficult
words, namely, inside individual SOM modules [via (2)]. Theo predict (due to the large number of analyzed variables) with

where
W, weights of the retrieved information [see (8)];
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TABLE |
INPUT DATA USED IN THE MEDICAL DIAGNOSIS-AID EXAMPLE (ESWL)

Category Description Parameter

1 Age 1-100

2 Gender Female, Male

3 Race Black, White, Hispanic, Oriental

4 Stone Chemistry Calcium, Cystine

5 Stone Location Parenchyma, Pelvis, Ureter, Cylyx
6 Stone Configuration Staghorn, Abnormal Anatomy, Cylyceal
7 Stone Location in Kidney Bilateral

8 Acid Type and Levels Metabolic, Hypercalciuria/uricosuria
9 Culture Last Catheter

10 Time of the Surgery Time (in years)

11 Stone partition Fragments, Volume

12 Retreatment Procedure Medical Terms for Retreatment

13 Medical Therapy Allopurinol, Thazides, Both

14 Volume 1-20 (ml)

15 Previous Stones 1 - 20 ( # of stones)

16 History of Prev. Stones Type, Other Stones

Diagnosis Long Term Forecast Success / Failure

reasonable accuracy (over 50%) if the surgery was a successaxch containing actual patient data. The data were obtained
a failure. A system that correctly predicts which patients are from the Urology Department, University of lllinois Medical
danger for stone recurrence after ESWL can dramatically ddenter, Chicago, IL [8]. The system attempts to predict the
down costs of treatment by reducing the need for subsequeetitment’s outcome by analyzing the correlations among the
EWSL. When the recurrence of stones is detected early enougihwords (categories) variables provided by the user. It then
the very costly ESWL treatment can usually be replaced bgutomatically adjusts the weighting and mapping correlation
1) use of medications and 2) more aggressive surveillance. Timks [see (4a), (4b), and (6)].
LAMSTAR system predicts success or failure of the surgery Table Il compares results of the LAMSTAR network and the
from correlation among the variables and not from the variablback-propagation (BP) neural network [8], as applied to exactly
alone. the same training and test data sets. While both networks model
2) Structure and Format of the Analyzed Dath this par- the problems with high accuracy, the results show that the LAM-
ticular example, the input data (denoted as a “word” per ea8TAR network is over 1000 times faster in this case. The dif-
analyzed case, namely, per each patient) are divided into 16 sig@vence in training time is due to the incorporation of an unsu-
words (categories). The length in bytes per each subword in tpisrvised learning scheme in the LAMSTAR network, while the
example varies from 1 to 6 bytes. The subwords describe @R network training is based on error minimization in a 37-di-
tient’s physical and physiological characteristics such as: 1) paensional space (when counting elements of subword vectors),
tient demographics; 2) stone’s chemical composition; 3) stomdich requires over 1000 iterations.
location; 4) laboratory assays; 5) follow-up; 6) re-treatments; Both networks were used to approximate calculation for the
and 7) medical therapy. The system attempts to predict the Y&ilks’ Lambda [9], [10], which is a reflectance of importance
sult (failure/success) by analyzing the correlations among tfee each input variable. The Wilks’ test was used to determine
subwords (categories) variables provided by the user. It then ahich input variables are meaningful with regard to system per-
tomatically adjusts the weights and the mapping of the correfarmance. In clinical settings, the test is used to determine the
tion links accordingly (Section 1I-C). The system’s categorigsportance of specific parameters in order to limit the number of
for this example are defined by a category number (in this capatient’s examination procedures. In the BP network, the Wilks’
1-16, as shown in Table I) with the associated meanings and fest was modeled by sequential removal of the input nodes, as
rameters. well as removal of all combinations of the input nodes. The
3) Test Results for Medical Diagnosis Probleihe LAM- BP network was initially trained and the testing eregrwas
STAR network was trained with 66 input words (patient casesgcorded. Afterward, one or more input nodes were disabled
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TABLE I
PERFORMANCE COMPARISON OF THELAMSTAR NETWORK AND THE BP NETWORK FOR THERENAL CANCER AND ESWL DIAGNOSIS

Renal Cancer Diagnosis ESWL Diagnosis
LAMSTAR BP Network LAMSTAR BP Network
Network Network

Training 0.08sec 65 sec 0.15 sec 177 sec
Time
Test 83.15% 89.23% 85.6% 78.79%
Accuracy
Negative 0.818 0.909 0.53 0.68
Specificity
Positive 0.95 0.85 1 0.65
Predictive
Value
Negative 0.714 0.81 0.82 0.86
Predictive
Value
Positive 0.95 0.85 1 0.83
Specificity
Wilks’ Test | <15 mins weeks <15 mins Weeks
Computation
time

Comments:

Positive/Negative Predictive Values ~ ratio of the positive/negative cases that are correctly
diagnosed to the positive/negative cases diagnosed as negative/positive.

Positive/Negative Specificity — the ratio of the positive/negative cases that are correctly
diagnosed to the negative/positive cases that are incorrectly diagnosed as
positive/negative.

and the network was retrained and retested with the initial datascribing patient’'s demographics, bone metastases, histologic
sets, and the resulting error was recorded.a®\ similar pro- subtype, tumor characteristics, and tumor stage.

cedure was also applied to the LAMSTAR network. The two The system’s categories for this example are defined by a
resulting errorge; andes) were used to determine statisticatategory number (in this case, 1-13, as shown in Table IIl), with
significance of the disabled variables, namely, determine statiise associated description and parameters.

tical significance of the increase in the errors values. Applying 2) Test Results for the Renal Cancer Diagnosis Problém:

the Wilks’ test [9], [10] to both networks to evaluate the sigthis case study, we used 232 data sets (patient record), i.e.,
nificance of each input variable, the BP network took severdD0 sets for training and 132 for testing. The performance
weeks to run, while the LAMSTAR network required only a feweomparison of the LAMSTAR network versus the BP network
minutes. This is due to the fact that, in most combinations afe also summarized in Table Il. As we observe, the LAMSTAR
disabled (input) variables, the retraining of the LAMSTAR netretwork is not only much faster to train (over 1000 times), but
work was not necessary (since each variable is stored in a segaarly gives better prediction accuracy (85%, as compared to
rate SOM module). For performance measurements of both n&&% for BP) with less sensitivity. Applying the Wilks’ test [9],
works, we also calculated: 1) test accuracy and 2) positive/n¢fje] to both networks produced similar results, indicating that
ative specificity (the ratio of the positive/negative cases that guatient’'s age, gender, and histological subtype are the most
correctly diagnosed to the negative/positive cases that are significant variables in the prediction of the development of a
correctly diagnosed as positive/negative, positive/negative preetastatic disease (all mentioned variables have a p-value of
dictive values (fraction of the positive/negative cases that atee generalized likelihood ratio test0.05). The test also show
correctly diagnosed to the positive/negative cases diagnosedhes variables that are not critical for the system’s performance
negative/positive). are: 1) tumor size and 2) bone metastases.

C. Renal Cancer Diagnosis Problem D. Diagnosis of Drug Abuse for Emergency Cases

1) Problem Statement and Structure of the Analyzedl) Problem Statementin this case study, the LAMSTAR
Data: The history of patients with renal cell tumors is innetwork is used as a decision support system to identify the type
triguing. Some patients live for many years, while othersf drug used by an unconscious patient who is brought to an
succumb soon after surgery due to a metastatic disease. In #mgergency room (data obtained from Maha Noujeime, Univer-
case study, we attempted to predict if patients will develggty of lllinois at Chicago). A correct and very rapid identifi-

a metastatic disease after surgery for removal of renal-cedltion of the drug type will provide the emergency-room physi-
tumors. The input variables were grouped into sub-word$an with the immediate treatment required under critical condi-
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TABLE Il
INPUT DATA USED IN THE MEDICAL DIAGNOSIS-AID EXAMPLES (RENAL CANCER)
Category Description Parameter
1 Race Black, White, Hispanic, Oriental
2 Diagnosis Date 1 - 100 (Months)
3 Gender Female, Male
4 T — Stage Stage describing tumor size, and the
spreading outside the kidney (adrenal,
renal vein, vena cava, tissues outside).
5 N — Stage Stage describing tumor size, and the
spreading outside the kidney.
6 M - Stage Stage describing tumor size, and the
spreading outside the kidney.
7 Nephrectomy Subword describing if nephrectomy was
performed and the date ( if available )
8 Date of the Surgery Time (in years)
9 Lung Metastases Present/Not present
10 Bone Metastases Present/Not present
11 Histologic Subtype 10 subtypes of cancer histologic subtypes
12 Tumor Size Size in cm
Diagnosis Long Term Forecast Treatment choice
TABLE IV

SYMPTOMS DIVIDED INTO FOUR CATEGORIES FORDRUG-ABUSE DIAGNOSIS PROBLEM

CATEGORY 1 CATEGORY 2 CATEGORY 3 CATEGORY 4

Respiration Pulse Euphoria Physical Dependence
(mostly unavailable)

Temperature Appetite Conscious Level Psychological Dependence
(mostly unavailable)
Cardiac Vision Activity Status Duration of action
Arrhythmia (mostly unavailable)
Reflexes Hearing Violent Behavior | Method of Administration
(needle/oral)
Saliva Secretion Constipation Convulsions Urine Drug Screen
(mostly unavailable)
Comments:
1. Each category is a vector and thus constitutes a subword ( the input word having four
subwords).

2. Unavailable data are empty ( missing data).
3. Category 4, being mostly empty( unavailable), can be estimated by the interpolative -
feature of the LAMSTAR network, as it can be trained off-line.

tions, whereas wrong or delayed identification may prove fatébn is a very complex problem since most of the drugs can
and when no time can be lost, while the patient is unconsciotause opposite symptoms depending on additional factors like:
and cannot help in identifying the drug. The LAMSTAR systent) regular/periodic use; 2) high/low dose; and 3) time of intake
can diagnose to distinguish between five groups of drugs: #l-1]. The diagnosis is based on a complex relation between 21
cohol, cannabis (marijuana), opiates (heroin, morphine, etdrput variables arranged in four categories (subword vectors)
hallucinogens (LSD), and central nervous system (CNS) stimepresenting drug-abuse symptoms. Most of these variables are
ulants (cocaine) [11]. In the drug-abuse identification probleraasily detectable in an emergency-room setting by simple eval-
diagnosis cannot be based on one or two symptoms sincepation (Table IV). The large number of variables often makes
most cases, the symptoms overlap. The drug-abuse identifitalifficult for a doctor to properly interrelate them under emer-
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gency-room conditions for a correct diagnosis. An incorrect divell defined, and where it is difficult to create reliable training
agnosis and subsequent incorrect treatments may be lethal se&, which is exactly the situation one faces in cases of med-
patient. For example, while cannabis and cocaine require difal diagnosis. Furthermore, conventional networks such as BP
ferent treatments, when analyzing only the mental state of thegjuire complete data sets.
patient, both cannabis and large doses of cocaine can result in
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