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1. **Introduction:**

In this project we were told to implement the Naïve Bayes and Logistic regression model using the MNIST dataset. There are in total 70,000 images of handwritten dataset, divided in 60,000 training images and 10,000 testing images. In this particular task we only use the dataset of digit 7 & 8.

1. **Feature Extraction:**

We were tasked to take the training data and testing data of the digit 7 & 8 and execute the model on that particular dataset. We were given

* Number of samples in the training set:  "7": 6265; "8": 5851.
* Number of samples in the testing set: "7": 1028; "8": 974

For Feature Extraction we have to find out the mean and standard deviation of the all pixel values of the image. Here the image data which we are using is having pixels 28x28. So the data would be in matrix form giving each value of pixel so the data would be contain 784 columns representing the 28x28 pixel values of one image in single row and there would be 12116 (7 & 8 – [6265+1028]+[5851+974]) rows of this pixel values given combined image data 7 & 8. Also, there would be training and testing labels in data in form of 2002x1 matrix to train & test the data respectively. Here, we assume that the two features are independent and each image (represented by a 2-D features vector) is drawn from a 2-D normal distribution.

1. **Naïve Bayes Classification:**

To apply Naïve Bayes model firstly the data is divided into four parts training\_X, training\_Y, testing\_X, testing\_Y in which,

* Training\_X represents the image data used to train data
* Training\_Y represents the image labels for training the model of the data given with respect to Training\_X
* Testing\_X represents the image data used to test the model
* Testing\_Y represents the image labels used to verify that whether the model is able to predict the data given in Testing\_X correctly or not.

So now we take the mean and standard deviation of the entire training\_x dataset. Then we divide the data into two sets, one set containing only digit 7 and another set containing digit 8. Now we calculate the gaussian naïve bayes, because it is a typical assumption if the values are continuous associated with each class are distributed according to normal distribution. We use this formula to predict class probability:

![](data:image/png;base64,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)

We already knew the mean and standard deviation so implementing those values in the formula. We are applying the formula for each data set separately on digit 7 set and digit 8 set. Now we use testing data to test the data sets to predict whether that value will be classified in which dataset if probability of digit 7 greater than probability of digit 8 than it will append number 7 in the list or else number 8. This will continue for complete testing\_x dataset and each data will be classified as 7 or 8 and will be stored in the list. After analysing and predicting the data we will now check the accuracy of the model by comparing the output predicted by the model that is stored in the list and the labels given in testing\_y. Here, we will find two different types of accuracy:

1. Overall Accuracy: In this we will calculate the entire accuracy of the dataset i.e. total right answers predicted by the model/ total no of samples.
2. Class Accuracy: In this we will calculate the accuracy which is provided by a particular class (in our case it is set). It is calculated using the [total no of output (belonging to that class/set) / total no of samples.]

This way the Naïve Bayes Model is implemented.

1. **Logistic Regression:**

In logistic regression we use the same data separation techniques and instead of using separated mean and standard deviation we now combine them to make a one common matrix containing both mean and standard deviation. In this we use sigmoid function and regression formula to calculate probability of occurrence of that particular digit in the testing data inputted. In this formula there are two more input parameters which we take into consideration i.e. learning rate and epoch. The learning rate and epoch is to be defined by the user. For now, the learning rate has been set to 0.001 and epoch has been set to 100,000 (as these are the only value which are found optimal i.e. gives very good accuracy using try and error). After that we do the same procedure of finding the output values for testing\_x and comparing it with the labels given in the testing\_y. We are also calculating the overall accuracy and class accuracy of both the sets of digit 7 and digit 8. This way logistic regression is implemented.

1. **Results:**

|  |  |  |  |
| --- | --- | --- | --- |
|  | Overall Accuracy | Class\_Accuracy\_7 | Class\_Accuracy\_8 |
| Naïve Bayes | 70.32% | 74.02% | 66.42% |
| Logistic Regression | 81.66% | 78.60% | 84.90% |

1. **Summary:**

In this project we got the following accuracies represented in the table above. To increase the accuracies, we can also try to extract more features for more better prediction of the data.