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## Exercise 1 Classification Trees

Bronchopulmonary Dysplasia (BPD) Study (Biostatistics Casebook, pp 104-119)

Training samples consist of all infants at the Stanford Medical Center between 1962 and 1973 who were diagnosed with respiratory distress syndrome (RDS) and received ventilatory assistance for at least 24 hours (except one infant with incomplete records). Most of these babies were born prematurely and had underdeveloped lungs. Some breathing assistance involving elevated levels of oxygen was needed to keep the babies alive. Bronchiopulmonary dysplasia (BPD) is deterioration of lung tissue (scarring) in infants exposed to a high level of oxygen. A panel of physicians reviewed each case to determine if BPD was present.

Infants who did not survive for at least 72 hours were excluded from the analysis because there was not enough time for BPD to develop. One additional infant was excluded due to incomplete records. This reduced the sample from 299 to 248 babies, including 78 with BPD and 170 without BPD.

General background variables: Sex (0=female, 1=male) YOB: year of birth (coded from 62 to 73) APGAR: one minute APGAR score (0 to 10 with 10 as the most healthy) GEST: gestational age (weeks × 10) BWT: birth weight (grams) AGSYM: age at onset of RDS (hours × 10) RDS: severity of initial X-ray for RDS (0 to 5=most severe) Therapy variables: AGVEN: Age at onset of ventilation (hours) VENTL: total hours on the ventilator LOWO2: hours of exposure to (21-39%) levels of oxygen MEDO2: hours of exposure to (40-79%) levels of oxygen HIO2: hours of exposure to (80-100%) levels of oxygen INTUB: hours of endotracheal intubation Response variable: BPD (coded 1=yes, 2=no)

1. Attach the rpart and rpart.plot packages.

set.seed(123)  
library(rpart)  
library(rpart.plot)

## Warning: package 'rpart.plot' was built under R version 4.1.3

1. Construct a classification tree. First convert categorical variables like sex and rds to factors. (There is no need to convert categorical variables into zero-one variables, because it would not change the tree that is produced. Read the data into a data frame and create factors.)

bpdr <- read.csv("bpd.csv", header=T)  
bpdr$sex <- as.factor(bpdr$sex)  
head(bpdr)

## id sex yob apgar gest bwt agsym rds agven intub ventl lowo2 medo2 hio2 bpd  
## 1 5 1 64 8 400 3203 10 1 58 41 40 79 26 31 2  
## 2 1 0 62 <NA> 370 2948 0 0 30 88 77 102 89 0 2  
## 3 2 0 62 <NA> 360 2480 3 1 20 209 204 7 233 1 2  
## 4 6 1 64 <NA> 320 1860 0 2 1 653 644 0 625 156 1  
## 5 7 1 64 9 NA 1701 5 2 49 40 40 0 12 79 2  
## 6 8 0 64 <NA> 310 1417 5 5 17 103 102 0 3 119 2

1. Create a factor to distinguish the two populations with labels “BPD” and “No BPD”.

bpdr$y[bpdr$bpd==1]<-'BPD'  
bpdr$y[bpdr$bpd==2]<-'No BPD'  
bpdr$y<-as.factor(bpdr$y)  
  
head(bpdr)

## id sex yob apgar gest bwt agsym rds agven intub ventl lowo2 medo2 hio2 bpd  
## 1 5 1 64 8 400 3203 10 1 58 41 40 79 26 31 2  
## 2 1 0 62 <NA> 370 2948 0 0 30 88 77 102 89 0 2  
## 3 2 0 62 <NA> 360 2480 3 1 20 209 204 7 233 1 2  
## 4 6 1 64 <NA> 320 1860 0 2 1 653 644 0 625 156 1  
## 5 7 1 64 9 NA 1701 5 2 49 40 40 0 12 79 2  
## 6 8 0 64 <NA> 310 1417 5 5 17 103 102 0 3 119 2  
## y  
## 1 No BPD  
## 2 No BPD  
## 3 No BPD  
## 4 BPD  
## 5 No BPD  
## 6 No BPD

1. Train the decision tree using the function rpart(). Print out the summary of the tree. Which variable did the tree choose to split first? Medo2

bpd.rp <- rpart(y ~ sex+yob+gest+bwt+agsym+agven+intub+ventl+lowo2+medo2+hio2+rds, data=bpdr, cp=0.0001)  
  
summary(bpd.rp)

## Call:  
## rpart(formula = y ~ sex + yob + gest + bwt + agsym + agven +   
## intub + ventl + lowo2 + medo2 + hio2 + rds, data = bpdr,   
## cp = 1e-04)  
## n= 248   
##   
## CP nsplit rel error xerror xstd  
## 1 0.538461538 0 1.0000000 1.0000000 0.09374569  
## 2 0.038461538 1 0.4615385 0.5897436 0.07847551  
## 3 0.025641026 3 0.3846154 0.5769231 0.07780972  
## 4 0.003205128 4 0.3589744 0.5769231 0.07780972  
## 5 0.000100000 8 0.3461538 0.5897436 0.07847551  
##   
## Variable importance  
## medo2 intub ventl lowo2 hio2 agven yob   
## 31 19 19 13 10 6 1   
##   
## Node number 1: 248 observations, complexity param=0.5384615  
## predicted class=No BPD expected loss=0.3145161 P(node) =1  
## class counts: 78 170  
## probabilities: 0.315 0.685   
## left son=2 (62 obs) right son=3 (186 obs)  
## Primary splits:  
## medo2 < 183 to the right, improve=45.43011, (0 missing)  
## ventl < 220.5 to the right, improve=43.28307, (1 missing)  
## intub < 271 to the right, improve=39.85744, (0 missing)  
## lowo2 < 437.5 to the right, improve=29.52134, (0 missing)  
## hio2 < 153 to the right, improve=17.09879, (0 missing)  
## Surrogate splits:  
## intub < 286.5 to the right, agree=0.871, adj=0.484, (0 split)  
## ventl < 301.5 to the right, agree=0.863, adj=0.452, (0 split)  
## lowo2 < 429 to the right, agree=0.831, adj=0.323, (0 split)  
## agven < 64.5 to the right, agree=0.786, adj=0.145, (0 split)  
## hio2 < 305 to the right, agree=0.774, adj=0.097, (0 split)  
##   
## Node number 2: 62 observations, complexity param=0.02564103  
## predicted class=BPD expected loss=0.1612903 P(node) =0.25  
## class counts: 52 10  
## probabilities: 0.839 0.161   
## left son=4 (48 obs) right son=5 (14 obs)  
## Primary splits:  
## ventl < 220.5 to the right, improve=6.034381, (1 missing)  
## intub < 221.5 to the right, improve=4.680002, (0 missing)  
## hio2 < 45.5 to the right, improve=4.466501, (0 missing)  
## medo2 < 443.5 to the right, improve=4.181601, (0 missing)  
## lowo2 < 434 to the right, improve=1.743506, (0 missing)  
## Surrogate splits:  
## intub < 221.5 to the right, agree=0.984, adj=0.929, (1 split)  
## medo2 < 243 to the right, agree=0.820, adj=0.214, (0 split)  
## agven < 129 to the left, agree=0.803, adj=0.143, (0 split)  
## lowo2 < 1928 to the left, agree=0.787, adj=0.071, (0 split)  
## hio2 < 0.5 to the right, agree=0.787, adj=0.071, (0 split)  
##   
## Node number 3: 186 observations, complexity param=0.03846154  
## predicted class=No BPD expected loss=0.1397849 P(node) =0.75  
## class counts: 26 160  
## probabilities: 0.140 0.860   
## left son=6 (23 obs) right son=7 (163 obs)  
## Primary splits:  
## hio2 < 159.5 to the right, improve=9.500455, (0 missing)  
## ventl < 223.5 to the right, improve=5.863258, (0 missing)  
## intub < 229 to the right, improve=4.550538, (0 missing)  
## lowo2 < 321 to the right, improve=3.948499, (0 missing)  
## yob < 68.5 to the left, improve=2.688830, (0 missing)  
##   
## Node number 4: 48 observations  
## predicted class=BPD expected loss=0.04166667 P(node) =0.1935484  
## class counts: 46 2  
## probabilities: 0.958 0.042   
##   
## Node number 5: 14 observations  
## predicted class=No BPD expected loss=0.4285714 P(node) =0.05645161  
## class counts: 6 8  
## probabilities: 0.429 0.571   
##   
## Node number 6: 23 observations, complexity param=0.03846154  
## predicted class=BPD expected loss=0.4347826 P(node) =0.09274194  
## class counts: 13 10  
## probabilities: 0.565 0.435   
## left son=12 (10 obs) right son=13 (13 obs)  
## Primary splits:  
## medo2 < 45 to the right, improve=1.950502, (0 missing)  
## rds splits as --LLR-R, improve=1.950502, (0 missing)  
## agven < 32.5 to the right, improve=1.715062, (0 missing)  
## lowo2 < 4.5 to the right, improve=1.715062, (0 missing)  
## yob < 68.5 to the left, improve=1.590062, (0 missing)  
## Surrogate splits:  
## agven < 37.5 to the right, agree=0.826, adj=0.6, (0 split)  
## lowo2 < 17.5 to the right, agree=0.783, adj=0.5, (0 split)  
## intub < 172 to the left, agree=0.739, adj=0.4, (0 split)  
## ventl < 169.5 to the left, agree=0.739, adj=0.4, (0 split)  
## yob < 65.5 to the left, agree=0.696, adj=0.3, (0 split)  
##   
## Node number 7: 163 observations, complexity param=0.003205128  
## predicted class=No BPD expected loss=0.0797546 P(node) =0.6572581  
## class counts: 13 150  
## probabilities: 0.080 0.920   
## left son=14 (13 obs) right son=15 (150 obs)  
## Primary splits:  
## lowo2 < 527.5 to the right, improve=4.1181750, (0 missing)  
## ventl < 250.5 to the right, improve=1.9012610, (0 missing)  
## intub < 433.5 to the right, improve=1.7798600, (0 missing)  
## medo2 < 82.5 to the right, improve=1.6898960, (0 missing)  
## rds splits as RRRLRLL, improve=0.5579593, (0 missing)  
## Surrogate splits:  
## intub < 390 to the right, agree=0.945, adj=0.308, (0 split)  
## ventl < 288.5 to the right, agree=0.939, adj=0.231, (0 split)  
##   
## Node number 12: 10 observations  
## predicted class=BPD expected loss=0.2 P(node) =0.04032258  
## class counts: 8 2  
## probabilities: 0.800 0.200   
##   
## Node number 13: 13 observations  
## predicted class=No BPD expected loss=0.3846154 P(node) =0.05241935  
## class counts: 5 8  
## probabilities: 0.385 0.615   
##   
## Node number 14: 13 observations  
## predicted class=No BPD expected loss=0.4615385 P(node) =0.05241935  
## class counts: 6 7  
## probabilities: 0.462 0.538   
##   
## Node number 15: 150 observations, complexity param=0.003205128  
## predicted class=No BPD expected loss=0.04666667 P(node) =0.6048387  
## class counts: 7 143  
## probabilities: 0.047 0.953   
## left son=30 (41 obs) right son=31 (109 obs)  
## Primary splits:  
## ventl < 146 to the right, improve=1.7369110, (0 missing)  
## intub < 148.5 to the right, improve=1.4771010, (0 missing)  
## medo2 < 158 to the right, improve=1.2132460, (0 missing)  
## rds splits as RRRRRLR, improve=0.5901655, (0 missing)  
## agven < 4.5 to the left, improve=0.4336516, (0 missing)  
## Surrogate splits:  
## intub < 146 to the right, agree=0.953, adj=0.829, (0 split)  
## lowo2 < 206 to the right, agree=0.753, adj=0.098, (0 split)  
## agven < 5.5 to the left, agree=0.747, adj=0.073, (0 split)  
## medo2 < 133 to the right, agree=0.747, adj=0.073, (0 split)  
## hio2 < 144.5 to the right, agree=0.733, adj=0.024, (0 split)  
##   
## Node number 30: 41 observations, complexity param=0.003205128  
## predicted class=No BPD expected loss=0.1707317 P(node) =0.1653226  
## class counts: 7 34  
## probabilities: 0.171 0.829   
## left son=60 (27 obs) right son=61 (14 obs)  
## Primary splits:  
## lowo2 < 4 to the right, improve=1.2393860, (0 missing)  
## medo2 < 81.5 to the right, improve=1.2393860, (0 missing)  
## agven < 31 to the right, improve=1.1223610, (0 missing)  
## ventl < 155 to the left, improve=1.1223610, (0 missing)  
## rds splits as R-RLRLR, improve=0.8971124, (0 missing)  
## Surrogate splits:  
## hio2 < 82.5 to the left, agree=0.805, adj=0.429, (0 split)  
## bwt < 1078 to the right, agree=0.707, adj=0.143, (0 split)  
## agven < 12.5 to the right, agree=0.707, adj=0.143, (0 split)  
## yob < 67.5 to the right, agree=0.683, adj=0.071, (0 split)  
## gest < 275 to the right, agree=0.683, adj=0.071, (0 split)  
##   
## Node number 31: 109 observations  
## predicted class=No BPD expected loss=0 P(node) =0.4395161  
## class counts: 0 109  
## probabilities: 0.000 1.000   
##   
## Node number 60: 27 observations, complexity param=0.003205128  
## predicted class=No BPD expected loss=0.2592593 P(node) =0.108871  
## class counts: 7 20  
## probabilities: 0.259 0.741   
## left son=120 (7 obs) right son=121 (20 obs)  
## Primary splits:  
## hio2 < 68.5 to the right, improve=1.8417990, (0 missing)  
## medo2 < 76 to the right, improve=1.5282650, (0 missing)  
## lowo2 < 99 to the left, improve=1.4158250, (0 missing)  
## rds splits as R-RLRLL, improve=1.4158250, (0 missing)  
## ventl < 161.5 to the left, improve=0.9259259, (0 missing)  
## Surrogate splits:  
## yob < 68.5 to the left, agree=0.815, adj=0.286, (0 split)  
## gest < 390 to the right, agree=0.815, adj=0.286, (0 split)  
## bwt < 2976.5 to the right, agree=0.815, adj=0.286, (0 split)  
## ventl < 150 to the left, agree=0.815, adj=0.286, (0 split)  
## medo2 < 170.5 to the right, agree=0.815, adj=0.286, (0 split)  
##   
## Node number 61: 14 observations  
## predicted class=No BPD expected loss=0 P(node) =0.05645161  
## class counts: 0 14  
## probabilities: 0.000 1.000   
##   
## Node number 120: 7 observations  
## predicted class=BPD expected loss=0.4285714 P(node) =0.02822581  
## class counts: 4 3  
## probabilities: 0.571 0.429   
##   
## Node number 121: 20 observations  
## predicted class=No BPD expected loss=0.15 P(node) =0.08064516  
## class counts: 3 17  
## probabilities: 0.150 0.850

1. Using function plot() to display the tree. The arguments of the par( ) function enable all of the text for the node labels to be displayed, otherwise only part of the label can be seen. How many terminal nodes does the tree have? 9 terminal nodes

par(mfrow=c(1,1), xpd=NA)  
plot(bpd.rp,uniform=T)  
text(bpd.rp, use.n=TRUE, cex=0.8)  
title("Classification Tree")
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1. Estimate the predicted probabilities of the two classes using the predict() function. Print the estimated probabilities for the first 10 samples using the head() function.

bpd.prob <- predict(bpd.rp)  
head(bpd.prob, 10)

## BPD No BPD  
## 1 0.0000000 1.00000000  
## 2 0.0000000 1.00000000  
## 3 0.4285714 0.57142857  
## 4 0.9583333 0.04166667  
## 5 0.0000000 1.00000000  
## 6 0.0000000 1.00000000  
## 7 0.0000000 1.00000000  
## 8 0.4285714 0.57142857  
## 9 0.0000000 1.00000000  
## 10 0.0000000 1.00000000

##### Get AUC  
  
library(pROC)

## Warning: package 'pROC' was built under R version 4.1.3

## Type 'citation("pROC")' for a citation.

##   
## Attaching package: 'pROC'

## The following objects are masked from 'package:stats':  
##   
## cov, smooth, var

roc.curve = roc(bpdr$y, bpd.prob[,1])

## Setting levels: control = BPD, case = No BPD

## Setting direction: controls > cases

auc(roc.curve)

## Area under the curve: 0.9617

1. Make a table of the confusion matrix. The rows are the truth. What is the true positive rate? What is the false discovery rate? What is the prediction accuracy rate? 58/65 is the true positive rate. 7/65 is the false discovery rate. 221/248 is the prediction accuracy rate.

bpd.class <- rep( "Predicted BPD", nrow(bpd.prob))  
bpd.class[ bpd.prob[ ,2] > 0.5] <- "Predicted No BPD"  
table(bpdr$y, bpd.class)

## bpd.class  
## Predicted BPD Predicted No BPD  
## BPD 58 20  
## No BPD 7 163

1. Display the tree using the function rpart.plot().

rpart.plot(bpd.rp)

![](data:image/png;base64,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)

1. Based on 7, what is the predicted probability of having Bronchopulmonary Dysplasia if medo2>183 and ventl<220.5? What is the predicted probability of not having Bronchopulmonary Dysplasia if medo2<183 and hio2>159.5 and medo2<45?
2. 19 percent b).62
3. Based on 7, what is the percentage of samples satisfy that medo2>183? What is the percentage of samples that satisfy medo2<183 and hio2>160? 25 percent 9 percent ## Exercise 2 Out-of-sample prediction

In this exercise, we will learn how to perform training and testing on different datasets, i.e., out-of-sample prediction.

1. Create sub-datasets of bpd: bpd1 and bpd2, whose response is equal to 1 and 2, respectively.

bpd1 <- subset(bpdr, bpdr$bpd == 1)  
bpd1$rds <- as.factor(bpd1$rds)  
bpd2 <- subset(bpdr, bpdr$bpd == 2)  
bpd2$rds <- as.factor(bpd2$rds)

1. What is the sample size of bpd1 and bpd2? Report them as n1 and n2, respectively.

n1 <- dim(bpd1)[1]  
n2 <- dim(bpd2)[1]

1. Draw a random subset of bpd1 of size n1/2, name as bpd1.train. Name the remaining subset of bpd1 as bpd1.test.

sample1 <- sample(nrow(bpd1), size = n1/2, replace = F)  
bpd1.train <- bpd1[sample1, ]  
bpd1.test <- bpd1[-sample1, ]

1. Draw a random subset of bpd2 of size n2/2, name as bpd2.train. Name the remaining subset of bpd2 as bpd2.test.

sample2 <- sample(nrow(bpd2), size = n2/2, replace = F)  
bpd2.train <- bpd2[sample2, ]  
bpd2.test <- bpd2[-sample2, ]

1. Use the function rbind() to combine bpd1.train. and bpd2.train, name it as training.set.

training.set <- rbind(bpd1.train, bpd2.train)

1. Use the function rbind() to combine bpd1.test. and bpd2.test, name it as testing.set.

testing.set <- rbind(bpd1.test, bpd2.test)

1. Use the training.set to train the classification tree (with the function rpart). Predict the probabilities of the testing.set.

bpd.tree <- rpart(y ~ sex+yob+gest+bwt+agsym+agven+intub+ventl+lowo2+medo2+hio2+rds, data=training.set, cp=0.0001)

1. What is the prediction accuracy?

bpd.prob <- predict(bpd.tree, testing.set)  
  
y = as.numeric(testing.set$y)-1  
mean((bpd.prob[,2]>0.5)==y)

## [1] 0.8145161

1. What is the AUC?

library(pROC)  
roc.curve = roc(testing.set$y, bpd.prob[,1])

## Setting levels: control = BPD, case = No BPD

## Setting direction: controls > cases

auc(roc.curve)

## Area under the curve: 0.7814

1. Write a “for loop” to repeat the process in 1-8 for 20 times, report the mean of prediction accuracy.

accuracy\_all = rep(0, 20)  
auc\_all = rep(0, 20)  
  
for(ii in 1:20){  
   
 #### Fill in the code here  
   
 accuracy\_all[ii] = mean((bpd.prob[,2]>0.5)==y)  
 auc\_all[ii] = auc(roc.curve)  
}

## Exercise 3 Random Forests

We will use the same dataset as in exercise 1. We will use the R package randomForest.

library(randomForest)

## Warning: package 'randomForest' was built under R version 4.1.3

## randomForest 4.7-1.1

## Type rfNews() to see new features/changes/bug fixes.

bpdr1 <- na.omit(bpdr)  
  
bpd31 <- subset(bpdr1, bpdr1$bpd == 1)  
bpd31$rds <- as.factor(bpd31$rds)  
bpd32 <- subset(bpdr1, bpdr1$bpd == 2)  
bpd32$rds <- as.factor(bpd32$rds)  
num1 <- dim(bpd31)[1]  
num2 <- dim(bpd32)[1]  
sample31 <- sample(nrow(bpd31), size = num1/2, replace = F)  
bpd31.train <- bpd31[sample31, ]  
bpd31.test <- bpd31[-sample31, ]  
sample32 <- sample(nrow(bpd32), size = num2/2, replace = F)  
bpd32.train <- bpd32[sample32, ]  
bpd32.test <- bpd32[-sample32, ]  
training.set1 <- rbind(bpd31.train, bpd32.train)  
testing.set1 <- rbind(bpd31.test, bpd32.test)

1. Train the random forest model using the function randomForest(). Set the number of trees to be 50.

#### Fit random forest model, omit the NA missing values in the data  
rf1 = randomForest(y ~ sex+yob+gest+bwt+agsym+agven+intub+ventl+lowo2+medo2+hio2+rds, ntree = 50,  
 data=bpdr1, na.action=na.omit)

1. Estimate the predicted probabilities of the two classes using the predict() function. Print the estimated probabilities for the first 10 samples using the head() function.

bpd.rp1 <- predict(rf1, type = "prob", data = testing.set1)  
head(bpd.rp1, 10)

## BPD No BPD  
## 1 0.00000000 1.00000000  
## 7 0.00000000 1.00000000  
## 8 0.72727273 0.27272727  
## 11 0.05263158 0.94736842  
## 16 0.00000000 1.00000000  
## 24 0.16666667 0.83333333  
## 25 0.90909091 0.09090909  
## 26 0.21052632 0.78947368  
## 28 0.21052632 0.78947368  
## 29 1.00000000 0.00000000

y = as.numeric(bpdr1$y)-1  
mean((bpd.rp1[,2]>0.5)==y)

## [1] 0.8375635

##### Get AUC  
library(pROC)  
roc.curve = roc(bpdr1$y, bpd.rp1[,1])

## Setting levels: control = BPD, case = No BPD

## Setting direction: controls > cases

auc(roc.curve)

## Area under the curve: 0.9132

1. Make a table of the confusion matrix. The rows are the truth. What is the true positive rate? What is the false discovery rate? What is the prediction accuracy rate? 41/51 is the true positive rate. 10/51 is the false discovery rate and 174/197 is the prediction accuracy rate.

bpd.class1 <- rep( "Predicted BPD", nrow(bpd.rp1))  
bpd.class1[ bpd.rp1[ ,2] > 0.5] <- "Predicted No BPD"  
table(bpdr1$y, bpd.class1)

## bpd.class1  
## Predicted BPD Predicted No BPD  
## BPD 38 16  
## No BPD 16 127

1. Write a for loop as in exercise 2.9, but use random forest as the prediction model. Report the mean of prediction accuracy. Is it higher or lower compared to the single classification tree?

accuracy\_all1 = rep(0, 20)  
auc\_all1 = rep(0, 20)  
  
for(ii in 1:20){  
   
 #### Fill in the code here  
   
 accuracy\_all1[ii] = mean((bpd.rp1[,2]>0.5)==y)  
 auc\_all1[ii] = auc(roc.curve)  
}

1. Change the number of trees in (4) to be 25. Does the prediction accuracy increase?

rf1 = randomForest(y ~ sex+yob+gest+bwt+agsym+agven+intub+ventl+lowo2+medo2+hio2+rds, ntree = 25,  
 data=bpdr1, na.action=na.omit)