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# Question 1 (Exercise 2.2)

#### (A)

q1<- glm(Class~., data = wbca, family=binomial)  
q1.s<- summary(q1)  
  
q1.s

##   
## Call:  
## glm(formula = Class ~ ., family = binomial, data = wbca)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.48282 -0.01179 0.04739 0.09678 3.06425   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) 11.16678 1.41491 7.892 2.97e-15 \*\*\*  
## Adhes -0.39681 0.13384 -2.965 0.00303 \*\*   
## BNucl -0.41478 0.10230 -4.055 5.02e-05 \*\*\*  
## Chrom -0.56456 0.18728 -3.014 0.00257 \*\*   
## Epith -0.06440 0.16595 -0.388 0.69795   
## Mitos -0.65713 0.36764 -1.787 0.07387 .   
## NNucl -0.28659 0.12620 -2.271 0.02315 \*   
## Thick -0.62675 0.15890 -3.944 8.01e-05 \*\*\*  
## UShap -0.28011 0.25235 -1.110 0.26699   
## USize 0.05718 0.23271 0.246 0.80589   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 881.388 on 680 degrees of freedom  
## Residual deviance: 89.464 on 671 degrees of freedom  
## AIC: 109.46  
##   
## Number of Fisher Scoring iterations: 8

#deviance  
dev<- q1.s$deviance  
  
#degree of freedom  
df<- q1.s$df[2]  
  
#determine the fit  
pchisq(dev,df, lower.tail = F)

## [1] 1

Using just the deviance 89.464195 and the residual degree of freedom 671 is not enough to determine the fit we must find the p-value from the chi square distribution. Since the p-value is greater than .05 we fail to reject the null and conclude that the binominal is a satisfactory fit.

#### (B)

q2<- step(q1, direction = "backward")

## Start: AIC=109.46  
## Class ~ Adhes + BNucl + Chrom + Epith + Mitos + NNucl + Thick +   
## UShap + USize  
##   
## Df Deviance AIC  
## - USize 1 89.523 107.52  
## - Epith 1 89.613 107.61  
## - UShap 1 90.627 108.63  
## <none> 89.464 109.46  
## - Mitos 1 93.551 111.55  
## - NNucl 1 95.204 113.20  
## - Adhes 1 98.844 116.84  
## - Chrom 1 99.841 117.84  
## - BNucl 1 109.000 127.00  
## - Thick 1 110.239 128.24  
##   
## Step: AIC=107.52  
## Class ~ Adhes + BNucl + Chrom + Epith + Mitos + NNucl + Thick +   
## UShap  
##   
## Df Deviance AIC  
## - Epith 1 89.662 105.66  
## - UShap 1 91.355 107.36  
## <none> 89.523 107.52  
## - Mitos 1 93.552 109.55  
## - NNucl 1 95.231 111.23  
## - Adhes 1 99.042 115.04  
## - Chrom 1 100.153 116.15  
## - BNucl 1 109.064 125.06  
## - Thick 1 110.465 126.47  
##   
## Step: AIC=105.66  
## Class ~ Adhes + BNucl + Chrom + Mitos + NNucl + Thick + UShap  
##   
## Df Deviance AIC  
## <none> 89.662 105.66  
## - UShap 1 91.884 105.88  
## - Mitos 1 93.714 107.71  
## - NNucl 1 95.853 109.85  
## - Adhes 1 100.126 114.13  
## - Chrom 1 100.844 114.84  
## - BNucl 1 109.762 123.76  
## - Thick 1 110.632 124.63

q2.s<- summary(q2)  
  
# the best model with the lowest aic is   
q2.s$call

## glm(formula = Class ~ Adhes + BNucl + Chrom + Mitos + NNucl +   
## Thick + UShap, family = binomial, data = wbca)

The best model with the lowest AIC is with class as response and Adhes, BNucl , Chrom , Mitos ,NNucl, Thick ,and UShap as predictors.

#### (C)

# using the parameters from question 1  
#prediction  
pi<- t(as.matrix(q2$coefficients))%\*%as.matrix(c(1,1, 1, 3, 1, 1, 4, 1), nrow= 1)  
pi

## [,1]  
## [1,] 4.834428

#confidience interval  
#using the values from question for prediction  
x0<- as.matrix(c(1,1, 1, 3, 1, 1, 4, 1), nrow= 1)  
  
oo<- eval(q2.s$call)  
  
eta.hat <- sum(x0 \* oo$coefficients)  
p.hat <- ilogit(eta.hat); p.hat

## [1] 0.9921115

Sigma <- (summary(oo))$cov.unscaled  
  
#calucating the se  
se <- sqrt( t(x0) %\*% Sigma %\*% x0 )  
  
#getting the 95% for the prediction   
ci<- ilogit(c(eta.hat - 1.96 \* se, eta.hat + 1.96 \* se))

The Ci is (0.9757467, 0.9974629).

#### (D)

#function to do comparison  
com<- function(o,p){  
 v<- as.numeric(rep(0, length(o)))  
 for(i in 1:length(o)){  
 for(j in 1:length(p)){  
 if(o[i] == p[j]){  
 v[i]= 0  
 break;  
 }else{  
 v[i]= 1  
 }  
 }  
 }  
 return(sum(v))  
}  
  
# malignant  
pre.m<- which(oo$fitted.values<.5)  
or.m<- which(wbca$Class==0)  
  
mi<- com(o= or.m, p = pre.m)  
  
#11 misclassied   
  
#benign  
pre.b<- which(oo$fitted.values>.5)  
or.b<- which(wbca$Class==1)  
  
be<- com(o= or.b, p = pre.b)  
  
#9 misclassfied

With malignant there were 11 and with the benign , there were 9 that were misclassified.

#### (E)

pre.m<- which(oo$fitted.values<.9)  
or.m<- which(wbca$Class==0)  
  
mi<- com(o= or.m, p = pre.m)  
  
#1 misclassied   
  
#benign .9  
pre.b<- which(oo$fitted.values>.9)  
or.b<- which(wbca$Class==1)  
  
be<- com(o= or.b, p = pre.b)  
  
#16 misclassfied

With Malignant there were 1 and with the benign there were 16 that were misclassified. Looking a the .5 cut off and the .9 cut off, I think it is difficult to determine an ideal cut off number. We get very different results with these cut off numbers and choosing the incorrect cut off would results in incorrect classification.

#### (F)

#getting the every 3rd index  
r<- as.numeric(rep(0, nrow(wbca)))  
o<- as.numeric(rep(0, nrow(wbca)))  
for(i in 1:nrow(wbca)){  
 if(i%%3 == 0){  
 r[i]= i  
 }else{  
 o[i]= i  
 }  
}  
#filter out the 0  
r<- r[r>0]  
o<- o[o>0]  
  
test<- wbca[r,,drop= FALSE]  
  
train<- wbca[o,,drop= FALSE]  
  
  
#using training to determine best model with lowest aic  
  
tr<- glm(Class~., data = train, family=binomial)  
summary(tr)

##   
## Call:  
## glm(formula = Class ~ ., family = binomial, data = train)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -1.98138 -0.00954 0.03310 0.07084 3.07275   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) 12.0244 2.0462 5.876 4.19e-09 \*\*\*  
## Adhes -0.4859 0.1555 -3.126 0.00177 \*\*   
## BNucl -0.3732 0.1292 -2.888 0.00388 \*\*   
## Chrom -0.6655 0.2536 -2.625 0.00868 \*\*   
## Epith 0.1779 0.2148 0.828 0.40744   
## Mitos -0.6075 0.5103 -1.190 0.23388   
## NNucl -0.5168 0.1828 -2.828 0.00469 \*\*   
## Thick -0.6533 0.2044 -3.197 0.00139 \*\*   
## UShap -0.5291 0.2612 -2.026 0.04280 \*   
## USize 0.2672 0.2320 1.152 0.24947   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 592.796 on 453 degrees of freedom  
## Residual deviance: 57.651 on 444 degrees of freedom  
## AIC: 77.651  
##   
## Number of Fisher Scoring iterations: 9

tr.1<- step(tr, direction = "backward")

## Start: AIC=77.65  
## Class ~ Adhes + BNucl + Chrom + Epith + Mitos + NNucl + Thick +   
## UShap + USize  
##   
## Df Deviance AIC  
## - Epith 1 58.340 76.340  
## - USize 1 58.880 76.880  
## <none> 57.651 77.651  
## - Mitos 1 60.712 78.712  
## - UShap 1 61.450 79.450  
## - Chrom 1 65.983 83.983  
## - BNucl 1 67.373 85.373  
## - NNucl 1 67.538 85.538  
## - Adhes 1 68.073 86.073  
## - Thick 1 71.162 89.162  
##   
## Step: AIC=76.34  
## Class ~ Adhes + BNucl + Chrom + Mitos + NNucl + Thick + UShap +   
## USize  
##   
## Df Deviance AIC  
## - USize 1 59.536 75.536  
## <none> 58.340 76.340  
## - Mitos 1 61.264 77.264  
## - UShap 1 61.702 77.702  
## - Chrom 1 66.515 82.515  
## - BNucl 1 67.402 83.402  
## - NNucl 1 67.556 83.556  
## - Adhes 1 68.310 84.310  
## - Thick 1 72.311 88.311  
##   
## Step: AIC=75.54  
## Class ~ Adhes + BNucl + Chrom + Mitos + NNucl + Thick + UShap  
##   
## Df Deviance AIC  
## <none> 59.536 75.536  
## - UShap 1 61.894 75.894  
## - Mitos 1 62.329 76.329  
## - Chrom 1 66.762 80.762  
## - NNucl 1 67.576 81.576  
## - BNucl 1 68.332 82.332  
## - Adhes 1 68.359 82.359  
## - Thick 1 72.363 86.363

tr.2<- summary(tr.1)  
  
# the best model with the lowest aic is   
tr\_r<- eval(tr.2$call, tr)  
  
#comparing models  
re<- anova(tr\_r, tr)  
  
pchisq(re$Deviance[2],re$Df[2])

## [1] 0.6103852

#since we have a large p-value greater than alpha then the simpler model is prefered.   
  
#using the test data to the precistion like in part c  
#using the values from question for prediction  
  
oo<- glm(Class ~ Adhes + BNucl + Chrom + Mitos + NNucl + Thick + UShap, family = binomial, data = test)  
  
eta.hat <- sum(x0 \* oo$coefficients)  
p.hat2 <- ilogit(eta.hat);   
p.hat2

## [1] 0.9970556

Here we see the model is identical to the reduced model from part c using the train data. Now we also see that the prediction value using parameters from question 1 (used in part c) 0.9921115 is near identical to the prediction using the test data where prediction is 0.9970556 using the same parameters. Therefore, the process of splitting the data into two parts yields almost the same prediction as part c.

# Question 2 (Exercise 3.1)

#block the data into groups of 5 X 20 matrix  
m<- matrix(discoveries, ncol = 20)  
  
#variable to hold the sum of the blocks   
rate<- apply(m, 2, sum)  
block<- apply(m, 2, length)  
year<- seq(1:20)  
  
mod\_p1<- glm(rate~ year , family= poisson)  
summary(mod\_p1)

##   
## Call:  
## glm(formula = rate ~ year, family = poisson)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -3.0956 -0.9789 -0.2236 0.7763 3.9335   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) 3.005667 0.111113 27.050 < 2e-16 \*\*\*  
## year -0.026316 0.009918 -2.653 0.00797 \*\*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for poisson family taken to be 1)  
##   
## Null deviance: 60.714 on 19 degrees of freedom  
## Residual deviance: 53.625 on 18 degrees of freedom  
## AIC: 147.25  
##   
## Number of Fisher Scoring iterations: 4

mod\_p2<- glm(rate~ offset(log(block))+ year , family= poisson)  
summary(mod\_p2)

##   
## Call:  
## glm(formula = rate ~ offset(log(block)) + year, family = poisson)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -3.0956 -0.9789 -0.2236 0.7763 3.9335   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) 1.396229 0.111113 12.566 < 2e-16 \*\*\*  
## year -0.026316 0.009918 -2.653 0.00797 \*\*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for poisson family taken to be 1)  
##   
## Null deviance: 60.714 on 19 degrees of freedom  
## Residual deviance: 53.625 on 18 degrees of freedom  
## AIC: 147.25  
##   
## Number of Fisher Scoring iterations: 4

plot(mod\_p2$fitted.values , ylim = c(0, 20), type= "l", ylab = "Predicted", xlab="Year blocks", main = "Discoveries in 5 years blocks")

![](data:image/png;base64,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)

#From the plot the rate of discoveries appears to be on the decrease over the years instead of constant.

From the plot the rate of discoveries appears to be on the decrease over the years instead of constant.

# Question 3

#### (A)

x <- seq(-5, 5, length=10)  
y <- as.numeric(x > 0)  
  
plot(x,y)  
mod<- glm(y~x-1, family = binomial)  
  
summary(mod)

##   
## Call:  
## glm(formula = y ~ x - 1, family = binomial)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -1.983e-05 -2.110e-08 0.000e+00 2.110e-08 1.983e-05   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)  
## x 40.23 55054.91 0.001 0.999  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 1.3863e+01 on 10 degrees of freedom  
## Residual deviance: 7.8648e-10 on 9 degrees of freedom  
## AIC: 2  
##   
## Number of Fisher Scoring iterations: 25

xx <- seq(-5, 5, len=100)  
lines(xx, ilogit(mod$coefficients[1] \* xx), col=2)
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#ci for B  
confint(mod)

## 2.5 % 97.5 %   
## -4205.399 NA

Based on the CI, we can see the breakdown of the MLE. The MLE fails and we cannot utilize the Wald test , therefore we have a lower bound and no upper bound.

#### (B)

loglik <- function(theta) {  
   
 # a <- theta[1]  
 b <- theta[1]  
 #using the logit formula  
 p <- sapply(x, function(p){(exp(1)^(b\*p))/(1+ exp(1)^(b\*p))})  
 o <- sum(dbinom(y, size=1, prob=p, log=TRUE))  
 return(o)  
   
}  
  
nlogPoint<- as.double()  
for( i in 20:60){  
 nlogPoint[i]<- loglik(i)  
}  
  
plot(nlogPoint, xlab = "Beta", col = "red", type = "o")  
  
#vertical line of b-hat  
abline(v=mod$coefficients[1], col = "blue")
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Above we see separation from the plot where the plot fits perfectly. This is also evident with the extremely large standard error. Indicating our estimate is junk.

#### (C)

The plot show our function bound by 0 and does not meet a maximum but instead stays constant. I think that is the reason why the standard error is so large.

# Question 4

#### (A)

Given and which follows a Gamma distrubtion. Also, given is with which follows a poisson distrubtion. Therefore using the law of total expectation:

Using the law of total varaince:

proven.

#### (B)

The negative binominal is more flexible because the variance of the poisson and the mean of the poisson distribution are the same leaving less room for flexibility and resulting in overdispersion. As a result from the summary output. However, with the negative binominal distribution the mean and the variance is different.

#### (C)

#using model from test book page 64  
modp <- glm(Species ~ .,family=poisson, gala)  
  
summary(modp)

##   
## Call:  
## glm(formula = Species ~ ., family = poisson, data = gala)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -4.9919 -2.9305 -0.4296 1.3254 7.4735   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) 2.828e+00 5.958e-02 47.471 < 2e-16 \*\*\*  
## Endemics 3.388e-02 1.741e-03 19.459 < 2e-16 \*\*\*  
## Area -1.067e-04 3.741e-05 -2.853 0.00433 \*\*   
## Elevation 2.638e-04 1.934e-04 1.364 0.17264   
## Nearest 1.048e-02 1.611e-03 6.502 7.91e-11 \*\*\*  
## Scruz -6.835e-04 5.802e-04 -1.178 0.23877   
## Adjacent 4.539e-05 4.800e-05 0.946 0.34437   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for poisson family taken to be 1)  
##   
## Null deviance: 3510.73 on 29 degrees of freedom  
## Residual deviance: 313.36 on 23 degrees of freedom  
## AIC: 488.19  
##   
## Number of Fisher Scoring iterations: 5

plot(residuals(modp, type="pearson"))  
  
#negative binominal model  
modnb<- glm(Species ~ .,negative.binomial(1), gala)  
  
summary(modnb)

##   
## Call:  
## glm(formula = Species ~ ., family = negative.binomial(1), data = gala)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -1.3586 -0.5199 -0.1031 0.2427 1.0144   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 2.479e+00 2.205e-01 11.240 8.07e-11 \*\*\*  
## Endemics 4.901e-02 1.111e-02 4.410 0.000203 \*\*\*  
## Area -2.553e-04 2.620e-04 -0.974 0.340038   
## Elevation 4.206e-06 1.100e-03 0.004 0.996983   
## Nearest 6.177e-03 1.154e-02 0.535 0.597458   
## Scruz -5.246e-04 2.462e-03 -0.213 0.833175   
## Adjacent 9.218e-05 2.746e-04 0.336 0.740096   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for Negative Binomial(1) family taken to be 0.4360555)  
##   
## Null deviance: 54.069 on 29 degrees of freedom  
## Residual deviance: 12.901 on 23 degrees of freedom  
## AIC: 299.91  
##   
## Number of Fisher Scoring iterations: 9

legend("topright", legend = c("poisson","negative binomial"),col=c("black", "red"), pch = c(1,2), bty = "n")  
points(residuals(modnb, type="pearson"), col = 2, pch = 2)  
  
abline(h= 0)

![](data:image/png;base64,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)

As show in the plot the using the poisson family in the glm(black), we see that the variance is much larger as shown where the points are more spread out from zero. This is different in regards to the negative binominal where the residuals are more clustered around 0.