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Abstract

This paper introduces an innovative approach to the classification of gene expression data us-
ing the k-nearest neighbors (KNN) algorithm. High dimensionality and limited sample sizes
continue to present significant challenges for conventional classification techniques, including
KNN. In response, we propose the Relative Relation Metric (RRM), a novel metric that diverges
from traditional distances which typically rely on direct numerical or spatial comparisons. RRM
instead focuses on the count of relational changes between pairs of data points, drawing con-
ceptual inspiration from Relative Expression Analysis, which identifies the most discriminating
gene pairs between classes, and Kendall’s Tau. Applied to real gene expression datasets for dis-
ease classification and compared with established metrics, our preliminary study suggests that
RRM has potential as an effective alternative for high-dimensional data classification, especially
in contexts requiring resistance to methodological variations and the transformational aspects of
biological data.
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1. Introduction
The swift expansion in gene expression data, driven by advancements in genomic technolo-
gies, heralds a significant transformation in biomedical research. This surge of data brings the
promise of deeper insights into the genetics of diseases but introduces substantial analytical chal-
lenges, primarily due to its complex and high-dimensional nature alongside limited sample sizes
[22]. Traditional computational methods often find themselves at a disadvantage, hampered by
these factors and the intricate character of biological data [20]. Addressing these challenges
necessitates agile and innovative approaches in information systems development (ISD), es-
pecially in an era reshaped by post-COVID-19 adjustments and the advent of generative AI
technologies.

In this context, we introduce the Relative Relation Metric (RRM ) within the KNN algo-
rithm [34] to specifically address these challenges in gene expression data analysis. The devel-
opment of RRM , inspired by both Relative Expression Analysis (RXA) [14] and Kendall’s
Tau distance [37], marks a strategic shift from traditional numerical comparisons to relational
assessments. This investigation evaluates RRM ’s ability to manage the complexities of gene
expression data, supporting KNN to be robust against standard preprocessing methods like nor-
malization and standardization, and potentially to improve its post-hoc knowledge extraction.
By comparing RRM with traditional metrics in disease classification, we examine its potential
as a novel method for high-dimensional data analysis.

The paper is structured as follows: it begins with a background section that situates our
study within the broader fields of Artificial Intelligence (AI) and Data Mining, highlighting
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the specific challenges posed by omics data analysis. This is followed by a detailed exposition
of the methodology underpinning the application of RRM within the KNN framework, our
experimental validation using real-world gene expression datasets.

Moreover, we have made the implementation of the algorithm and the description of the ex-
periments available on the public gitlab repository. Through this discussion, we aim to highlight
our contributions and contemplate their broader implications for ISD in a world increasingly
influenced by data and AI-enhanced technologies.

2. Background
This section provides a comprehensive overview of the computational methods used in gene
expression data analysis, focusing on the k-nearest neighbors (KNN ) algorithm and the asso-
ciated challenges in handling high-dimensional biological data. Additionally, we introduce the
principles of Relative Expression Analysis (RXA), which emphasize the relational aspects of
gene expressions crucial for understanding complex genetic networks.

2.1. KNN Algorithm: Fundamentals

The k-nearest neighbors (KNN ) algorithm [34] is a cornerstone of machine learning, widely
utilized for its simplicity and efficacy in classification tasks. It predicts the classification of a
new sample based on the majority vote from its closest neighbors in the feature space.

• Euclidean Distance: The standard metric for KNN , calculated as dpvector1, vector2q “
a

řn
i“1pxi ´ yiq2.

• Manhattan Distance (L1 norm): Computes the sum of the absolute differences between
coordinates,

řn
i“1 |xi ´ yi|.

• Minkowski Distance: A generalization of Euclidean and Manhattan distances,
p
řn

i“1 |xi ´ yi|
pq

1{p, where pge1 and p is a real number.

• Chebyshev Distance: Calculates the maximum difference along any coordinate dimen-
sion, dpvector1, vector2q “ maxi |xi´yi|, which makes it particularly useful in scenarios
where a single large difference is more significant than smaller differences in multiple di-
mensions.

• Kendall’s Tau [37]: This metric measures the concordance of rankings between two
datasets, defined as τ “ 2

npn´1q

ř

iăj sgnpxi ´ xjqsgnpyi ´ yjq, where sgn is the sign
function, indicating the similarity in the order of data points and n is a number of data
points.

The computational demand of KNN is significant, as it involves calculating distances to
all training instances for each query, which can be particularly challenging in large datasets.
Selecting the optimal k is essential for balancing sensitivity to noise against smoothing over
data features. A common heuristic is the square root of the number of samples, with k set as
an odd number to prevent ties. Nonetheless, its non-parametric nature makes it highly flexible,
proving valuable in complex gene expression analyses where relationships between data points
often hold more significance than the absolute values themselves.

2.2. Relative Expression Analysis (RXA)

Relative Expression Analysis (RXA) is a computational approach that emphasizes the rela-
tional order of gene expressions rather than their absolute magnitudes. This method is particu-
larly adept at handling the biases and normalization issues common in gene expression analysis,
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making it a robust tool for revealing regulatory patterns and understanding complex gene net-
works [16, 9].

The core of RXA is the Top Scoring Pair (TSP ) technique, which focuses on the relation-
ships between gene pairs within a sample. For instance, if one gene is expressed more than
another in a disease state compared to a normal state, this relationship can indicate a potential
biological switch [33, 14]. This method is expressed mathematically as:

∆ij “ |Pijpnormalq ´ Pijpdiseaseq| , (1)

where ∆ij quantifies the change in expression relationship between genes xi and xj across
conditions. Such insights are invaluable for genomics and are increasingly being applied in
proteomics and metabolomics [17].

2.3. Approaches and Challenges

Gene expression data analysis grapples with high-dimensional and intricate datasets, typically
characterized by the “small n, large p” dilemma, which denotes a large number of variables
(genes) in contrast to a relatively small number of samples. This disproportion often leads to
complications in model training and a heightened risk of overfitting, posing significant chal-
lenges for traditional computational methods [20, 26]. Recent research on gene expression
analysis has focused on solving the above problems using both conventional and deep machine
learning-based approaches [4, 3, 28]. The k-nearest neighbors (KNN ) algorithm, despite its
simplicity, may be adapted to tackle these datasets by leveraging its ability to classify based
on proximity in the feature space, which can provide meaningful biological insights [24, 1].
However, the conventional Euclidean metric often used in KNN loses its effectiveness in
high-dimensional spaces, leading to the introduction of dimensionality reduction techniques
like PCA and t-SNE before applying KNN [35]. Moreover, adaptations like Weighted KNN
and the development of specialized distance metrics aim to better reflect biological or func-
tional similarities, enhancing classification accuracy in these complex datasets [24]. Despite
these advancements, fine-tuning KNN ’s parameters, such as the number of neighbors and the
choice of distance metric, remains critical due to the inherent variability in gene expression data,
necessitating robust cross-validation strategies to verify model performance [30].

The motivation for developing the Relative Relation Metric (RRM ) arises from the need for
robust computational strategies that maintain predictive accuracy and interpretability amidst the
challenges posed by high-dimensional, noisy, and sparse gene expression data. Conventional
metrics like Euclidean or Manhattan distances, which directly compare numerical values, are
prone to being misled by outliers and scale variations. These issues are exacerbated by the
heterogeneous nature of biological experiments, where differences in sample preparation and
sequencing technologies can introduce significant variability. Proposed RRM approach aligns
with the need for metrics that can robustly classify high-dimensional biological data without
being overly sensitive to the problems typical in gene expression analysis.

3. Relative Relation Metric
The Relative Relation Metric (RRM ) is inspired by the principles of Relative Expression Anal-
ysis (RXA) and the ordinal nature of Kendall’s Tau, prioritizing the consistency of relational
changes over absolute magnitudes. This approach diminishes the impact of noise and experi-
mental variability inherent in gene expression data.

Figure 1 illustrates how RRM selects neighbors based on the relational ordering of feature
expressions rather than their numerical values. The test sample Y and four training samples
A,B,C, and D, each with six features (X1 to X6), are presented. The relational orderings
within each instance are depicted, with the test sample’s features ranked according to their ex-
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C: X5,X6 > X2 > X3 > X1,X4

D: X5 > X2 > X3 > X4 > X6 > X1

Fig. 1. Conceptual representation of the Relative Relation Metric (RRM ) within the k-nearest
neighbors (KNN ) algorithm, highlighting the selection of neighbors based on feature relation
consistency.

pressions. For instance, Y shows X5 and X6 as the most expressed features, followed by X2,
X3, X1, and X4. RRM identifies training data A and C as having relational orderings akin
to the test sample, favoring them over B and D, which a value-based metric might prefer due
to closer numerical proximity. This selection method echoes the ranking approach of Kendall’s
Tau while also aligning with the sequence pair relations found in RXA algorithm families,
suggesting a relational rather than absolute interpretative framework.

Moreover, the test sample is not directly compared with any training data. RRM exam-
ines whether, and to what extent, the relational orderings present in one sample occur in others.
This perspective allows for the inclusion of test samples that have not undergone similar pre-
processing steps, such as normalization or standardization, making it particularly appealing for
biomedical data with varying protocols and standards.

3.1. Algorithm

The RRM algorithm is based on comparing two n-dimensional vectors of real numbers. The
mathematical formula can be represented as:

Let vector1 “ rx1, x2, . . . , xns and vector2 “ ry1, y2, . . . , yns be two vectors of real num-
bers of length n. The Relative Relation Metric can then be defined mathematically as:

ρ “

n´1
ÿ

i“1

n
ÿ

j“i`1

Hp´pxi ´ xjqpyi ´ yjqq

H is the Heaviside step function, which takes the value 1 when the condition inside the paren-
theses is satisfied, and 0 otherwise [2]:

Hpzq “

#

0 z ă 0

1 z ě 0

ρ is the number of all pairs pi, jq, for which the difference between xi and xj has the opposite
sign to the difference between yi and yj .

The above mathematical formula is represented by the Algorithm 1.



ISD2024 GDAŃSK, POLAND

Algorithm 1 Relative Relation Metric Algorithm
Parameters:

• x “ rx1, x2, . . . , xns: A vector of length n

• y “ ry1, y2, . . . , yns: A vector of length n

1: procedure RELATIVE RELATION METRIC(x, y)
2: n Ð lengthpxq

3: ρ Ð 0
4: for i Ð 1 to n ´ 1 do
5: for j Ð i ` 1 to n do
6: a Ð xris ´ xrjs

7: b Ð yris ´ yrjs

8: if signpaq ‰ signpbq then
9: ρ Ð ρ ` 1

10: end if
11: end for
12: end for
13: return ρ
14: end procedure

The RRM algorithm has a quadratic complexity related to the number of genes analysed in
the dataset and can be described by:

Opn2q

where n is number of genes in the dataset. This problem is well known from RXA algorithms,
where the complexity can even be multidimensional. It is worth mentioning that this problem
has been addressed by parallelizing computations on GPGPU [5] and/or using evolutionary
algorithms [32].

3.2. Implementation

The solution was implemented in Python 3.12 and made available as a open-source library
(pyrrm) in the Gitlab public repository [25]. The library provides a relative_relation
_metric function that takes two vectors of type narrray as parameters. In order to parallelize
and optimise the calculations the numba library [23] was used. The numba translates Python
functions to optimised machine code at runtime using the industry-standard LLVM compiler
library [21].

The pyrrm library can be installed in a virtual Python environment and used as a metric in
KNeighborsClassifier from the sklearn module [29]. An example of the use is shown in
the library repository [25].

4. Results
In this section, we present a comprehensive experimental evaluation of the Relative Relation
Metric (RRM ) applied within the KNN algorithm denoted as KNNRRM . We describe the
datasets and algorithms used, compare various metrics, and provide a comparative study with
popular solutions.
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4.1. Experimental Setup

Experiments were conducted using gene expression-based datasets related to cancer, obtained
from NCBI’s Gene Expression Omnibus [8]. A 10-fold stratified cross-validation approach was
employed, providing average accuracy and standard deviation from 10 iterations. Relief-F fea-
ture selection [27] was applied, and the number of genes was capped at 1000 for computational
efficiency.

Table 1. Summary of gene expression datasets: abbreviation with name, number of genes, number
of instances, class ratio and description.

Datasets Genes Instances Ratio (yes:no) Description
(a) GDS2771 22215 192 102:90 Lung cancer
(b) GSE10072 22284 107 58:49 Adenocarcinoma
(c) GSE17920 54676 130 92:38 Classic Hodgkin’s Lymphoma
(d) GSE19804 54613 120 60:60 NSCLC
(e) GSE27272 24526 183 128:55 Tobacco effects on pregnancy
(f) GSE3365 22284 127 85:42 PBMCs and Crohn’s disease
(g) GSE6613 22284 105 55:50 Parkinson disease

We compared KNNRRM with widely-used KNN metrics such as Manhattan, Euclidean,
Minkowski, and Chebyshev. The optimal number of neighbors for KNNRRM was determined
using additional datasets (GSE25837, GSE4290, and GSE5772), testing N “ 3, 5, 7, 9. No
significant differences were observed, hence N “ 3 was selected for all KNN models in subse-
quent experiments.

Further, we assessed the overall performance of KNNRRM against established machine
learning classifiers:

• k-Top Scoring Pairs (k-TSP)[33]: Utilizes Relative Expression Analysis, with a default
k “ 5.

• C4.5[36]: A renowned decision tree classifier with univariate splits.

• Random Forest (RF)[6]: An ensemble-based method utilizing multiple decision trees.

• Naive Bayes (NB)[12]: A probabilistic classifier known for its simplicity.

• Support Vector Machine (SVM)[7]: Effective for linear and nonlinear datasets.

Algorithms were evaluated using the WEKA software [15] suite, with C4.5 refers to the de-
cision tree implementation as J48, SVM refers to the implementation using the Sequential
Minimal Optimization (SMO) algorithm, and kNN refers to the implementation as IBk. The
KNNRRM and k ´ TSP were processed using the AUERA software [13].

4.2. Results for KNN

We evaluated the performance of the RRM against other popular KNN metrics: Chebyshev,
Euclidean, Manhattan, and Minkowski. The evaluation criteria focused on the accuracy of the
generated models. Figure 2 presents individual violin plots for each of the seven datasets, sup-
ported by box plots that highlight the median accuracy value and beeswarm plots to display
the distribution of accuracy scores across runs (avoiding overlapping data points and enhancing
visual clarity).

To provide a more detailed perspective, we further elaborate on the accuracy results for each
dataset. The additional information covers statistical significance analysis using the Friedman
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Fig. 2. Individual violin plots for each dataset with embedded box plots and beeswarm plots, repre-
senting the distribution of accuracy scores across seven datasets for each KNN metric: Cheby-
shev, Euclidean, Manhattan, Minkowski, and RRM . Each point corresponds to the accuracy
of one run of the respective algorithm. The central line in each box plot denotes the median
accuracy value, while the spread of points illustrates the variation in performance across runs.
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test and the corresponding Dunn’s multiple comparison test at a significance level of 0.05, as
recommended by Demsar [11]. We report our comments on the accuracy scores achieved for
each algorithm:

• GDS2771: No significant differences were noted as all metrics (except Chebyshev) achieved
equal averaged accuracy; however, RRM was the only one without any occasional catas-
trophic failures.

• GSE10072: The dataset shows significantly different results compared to the other datasets
due to its high separability. In most of the 10 runs, the ideal solution was found, with only
one or two runs not achieving perfect classification. As a result, the violin plots could not
show a meaningful distribution since the accuracy was consistently high across all runs.
No significant differences were noted across all metrics; however, Manhattan was the
only metric that achieved a flawless score.

• GSE17920: Although the Friedman test found statistical differences between the metrics
(P-value: 0.0407, F-statistics: 9.986), the corresponding Dunn’s multiple comparison
tests did not find any significant differences. RRM achieved the highest average accuracy
and outperformed the rest of the metrics by 0.8 to 5.4 percentage points.

• GSE19804, GSE27272, GSE3365: No significant differences were noted across all met-
rics.

• GSE6613: The Friedman test found statistical differences between the metrics (P-value:
0.0007, F-statistics: 19.3). Corresponding Dunn’s multiple comparison tests found that
the proposed RRM metric significantly outperformed the Chebyshev distance (P-value
< 0.01). In addition, RRM was again the only metric without any occasional catastrophic
failures.

Despite the absence of statistically significant differences among the distance metrics, it is
imperative to acknowledge that the average performance of KNNRRM across all datasets was
86.78 percentage points. This performance not only outstripped the Manhattan metric by a mar-
gin of 0.9 percentage points, but it also exceeded Euclidean and Minkowski by 3.8 percentage
points, and Chebyshev by 6.3 percentage points. These observations are supported by the ag-
gregated results depicted in the collective plot of Figure 2, which underscores the consistent
achievement of KNNRRM scores above 67 percentage points with no recorded instances of
extreme failure. This contrast with other metrics, which did exhibit such failures, confirms the
stability and resilience of the RRM against outlier values. The robust performance of RRM
arises from its design principle, where even the occurrence of extreme values will not impact the
ranking more than the induced changes in the feature ordering with respect to the test instance.
Hence, the RRM offers a reliable and stable classification even in the face of high-dimensional
data variability.

Moreover, a single run of the cross-validation algorithm using Euclidean, Minkowski, Cheby-
shev and Manhattan metrics is similar and takes approximately 0.019s. In the case of the RRM
metric, the time is extended to 0.3s. Tests were made in Python3.12 using the pandas and
sklearn modules and run on an Ubuntu 22.04 Linux environment with an Intel Core Processor
6 (30 cores) and 96GB of RAM.

4.3. KNN with RRM vs popular algorithms

The performance comparison of KNN with RRM against other well-known algorithms is
presented in Table 2. This comparison sheds light on how KNN with RRM stands up to
various challenges presented by gene expression data.
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Table 2. Comparison of KNNRRM classification performance to popular ML algorithms. Each
algorithm’s performance is detailed in terms of accuracy and standard deviation (acc.˘SD).

Dataset k-TSP C4.5 RF NB SVM KNNRRM

acc.˘SD acc.˘SD acc.˘SD acc.˘SD acc.˘SD acc.˘SD
a) 62.90˘3.3 66.30˘10 76.05˘10 71.01˘11 79.93˘9.2 74.97˘7.4
b) 90.15˘2.5 93.26˘6.7 99.05˘2.8 98.11˘3.7 99.0˘2.8 99.00˘3.0
c) 67.26˘3.2 74.61˘11 80.30˘8.2 81.23˘12 94.07˘6.3 80.77˘9.3
d) 94.11˘1.6 90.66˘8.4 95.25˘6.5 95.75˘6.0 93.83˘6.9 95.83˘5.6
e) 58.40˘4.0 59.80˘10 70.20˘3.5 70.53˘10 83.71˘7.3 72.69˘4.7
f) 87.29˘2.1 90.34˘8.8 95.03˘6.3 90.18˘7.6 97.64˘4.5 96.86˘3.8
g) 55.81˘5.3 57.40˘15 76.66˘12 79.17˘11 88.15˘8.3 87.36˘5.4

AVG 79.70˘3.1 76.05˘9.9 84.64˘7.0 83.71˘8.7 90.90˘6.4 86.78˘6.3

It’s clear from the results that while all algorithms have their strengths, KNN with RRM
shows competitive performance, especially when compared to other traditional algorithms. The
use of RRM within KNN provides an advantage in datasets that are prone to outliers and
noise, as evidenced by the consistent accuracy across the different datasets. Notably, while
SVM still leads in overall accuracy, KNN with RRM holds its ground as a close contender,
offering a simpler yet effective model. While SVM can be something of a black box, making it
difficult to extract decision rules that humans can easily understand, KNN with RRM allows
for more transparency. This aspect can be crucial when the decisions made by the model need
to be justified or explained in a clear manner, such as in clinical settings.

5. Conclusion and Future Works
In summary, this paper has introduced the Relative Relation Metric (RRM ) as an innovative
concept in the domain of distance metrics for k-nearest neighbors (KNN ) algorithm. We
argue that while RRM may not fit all data types, it shows promise particularly with high-
dimensional omics data—such as genomic, where variables often span similar ranges. One of
RRM ’s strengths is its resistance to outliers and its insensitivity to methodological variations
and transformations that are common in biological data. By focusing on internal feature rela-
tions of an instance rather than comparing between instances, RRM ensures that the relative
order within an individual is paramount, preserving intrinsic biological relationships. While the
results don’t show a dramatic difference in accuracy between tested metrics, the reliability and
transparency of KNN with RRM could make it a preferred choice.

For future works, we acknowledge that the results presented are preliminary. While we
employed the simplest form of KNN to illustrate the use of RRM , we understand that more
advanced algorithms may better suit the specificity of biomedical data. Here, we focus on in-
troducing a new distance metric rather than a comprehensive solution. We also see significant
potential in knowledge extraction from KNN coupled with RRM . The capacity for post-KNN
interpretation by validating which features most effectively discriminate clusters within the con-
text of ordering; presents an exciting avenue for identifying markers, either as single features or
longer relational sequences. These types of relations, albeit in a simpler form, are already used
by physicians and clinicians in algorithms generated by RXA. Beyond the biological interpre-
tation of KNN with RRM , we are also exploring the application of this metric to multi-omic
data integration, which could simplify the integration process through the use of straightforward
ordinal relations.

Lastly, we are considering the introduction of more advanced relations including weight or
hierachical [10], to recapture some of the information lost when abstracting to relational met-



KARTOWICZ-STOLARSKA AND CZAJKOWSKI RELATIVE RELATION IN KNN CLASSIFICATION . . .

rics, akin to more advanced RXA algorithms. Such enhancements would enrich the RRM
framework and potentially increase its applicability and accuracy in omics data analysis. Fur-
thermore, we are considering applying computational parallelization on the GPGPU and/or the
use of evolutionary algorithms to improve the performance of our approach in our future work.
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