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Abstract  

This article contains a summary description of a decision support system aimed at analy-

sing ball tracking data and deriving real-time recommendations to players of individual 

games such as minigolf. We review the best practices of game support methods and pro-

pose the software architecture of a game support system (GSS). The system is based on 

real-time analysis of high-frequency ball movement data. It uses a dynamic program-

ming-type algorithm to compute optimal moves from the current position of the player, 

and provides hints by accounting for the hitherto score and game level of the player.  
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1. Introduction 

Individual game support systems are an emerging area in the field of information systems 

development. Players in field games such as tennis, golf or minigolf (miniature golf) are 

increasingly supported by AI techniques that cover a diversified spectrum of gaming acti-

vities: from real-time recommendations communicated via a mobile app, off-line game 

analysis and training planning, to supporting courses and game premises managers [7]. 

Furthermore, hints to the course designers can be derived from game statistics. The main 

aim of the game support system (GSS) presented in this article is to gather and process 

information received from a visual ball tracking system (BTS) in order to outline optimal 

strategies adjusted to individual features and needs of players. The BTSs contain sensors 

distributed over the playground as well as inside the balls and putters. The GSS hints can 

either be communicated to players in real-time or be used offline to analyse the games 

and identify potential improvements. The ultimate goal is to ensure competitiveness of 

game station designers and manufacturers by alignment to recent trends and to players’ 

preferences as regards mobile app game support.  

The architecture and implementation of the GSS presented in this brief article presu-

mes a prior catchment of visual ball tracking data which will be analysed as GSS inputs. 

Therefore, the GSS will cooperate with an external visual tracking system and has to ad-

just its analysis mode to the quality, frequency, and type of data. Additional inputs to the 

game analytics can be provided by the simultaneous gathering of other physical data, 

such as force applied and putt approaches used by players to hit the ball. Needs analysis 

showed that tracking ball trajectories with high frequency and analysing the data captured 

in real-time is sufficient to feed the GSS. The tracking of ball bouncing seems to be a pa-

rticularly difficult problem due to the changing ball direction after a bounce.  

Characteristic features of minigolf that make it different from classical golf are the 

way of movements, the possibility of rolling the ball after a bounce, and the array of 

objects that may be inserted in the course by its designers. The ball may disappear in 

tunnels or pass through different obstacles etc. All these features and circumstances must 

be accounted for in the ball movement models used in the GSS.  

This brief paper is organised as follows. Section 2 contains the basic notions used to 

formulate problems solved by players during the game. Section 3 is devoted to the 

statement of a strategy optimization problem solved by a GSS. The GSS architecture and 

implementation plan are outlined in Section 4. In Section 5 we present our conclusions.  
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2. Basic definitions and related work 

The principal notion of the current research is a game, which is described as a sequence 

of actions of one or more players from a certain community ℙ and their action assess-

ments. A player is characterised by a unique label Pℙ, a vector of skills u(P) relevant to 

the game, and the personal characteristics provided voluntarily to the system, such as age, 

sex, height, or weight. The object of the game is an entity characterised by an individual 

identifier Q, the state s from a finite set of states S, the physical position in a certain coor-

dinate system, say x:=(x1,x2,x3), and the values of other features such as weight, colour. If 

the item Q is a standard minigolf ball, then in a game involving one player, it is fully cha-

racterised by the state, velocity, and coordinates of its barycentre. An object is in the 

stable state if it does not move. The set of admissible states may also include special 

states such as „broken”, „lost”, or loops L. If an object is in any of the latter (“loop”) 

states, its movement is perpetual and its position cannot be described by one coordinate 

vector. Only a few minigolf game stations (and none of the golf holes) allow an object to 

reach a loop state. An action is characterised by the attribute vector at=(at1,…,atn) applied 

by a player P to an object Q in the state st and position x at time t. The state of an object 

may change as a result of a player’s action according to the formula 

 

st+1(Q)= (st(Q),at,t),    (1) 

 

where  is a game-specific state transition function. An application of an action will be 

termed a move, which is usually related to one putt (ball stroke). Observe that the eq.(1) 

above is a description of a controlled discrete event system (DES, [10]). 

The minigolf game with a single course starts from an initial position that is common 

for all players. After each move of a player P who activated the GSS app installed on 

a personal mobile device, the GSS engine calculates the assessment of this move f1, and 

generates the assessment f2 of the current game situation. The latter assessment may be 

represented as a probability distribution of a random variable describing the number of 

moves needed to reach the end hole by the game object. The game terminates when the 

object reaches its target, i.e. the assessment f2 of the current game object is zero. The 

game may also terminate when a prescribed number of moves was made, if the time 

allotted to this game was exhausted, or if the player abruptly withdraws. More termina-

tion conditions may be defined when needed, for example the termination of player P1’s 

game may be contingent on reaching a prescribed game result by another player P2. 

A schematic representation of minigolf game with visual ball tracking is shown in Fig. 1.  

 

Fig. 1. A scheme of data capture during a minigolf game. 

Below we define key notions that are used in the analysis of players’ moves in a GSS. 

Definition 1. An event in a multistep game is any change of the playing object state.   ■ 

Definition 2. The trajectory of an object Q is a sequence of interlaced events and 

moves that start and end at a stable state. A move refers to the change of the physical 

position of an object Q.             ■ 

To every player Pℙ there may be associated a history H(P) of games played so far. 

In this context, history refers to the database that consists of previous game records, 

including time and duration of play, the course and holes where the game took place, the 
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timeline of all events and moves with the ball trajectories and their assessments. The his-

tory can be updated either automatically in real-time while the game is being played and 

the GSS app is turned on, or manually after the game, if the player recorded or memori-

sed the course of previous games. History is crucial to activate machine learning (ML) 

algorithms that generate real-time hints or off-line training programmes. Henceforth, 

whenever we refer to golf or minigolf, the objects will be termed balls.  

Finding optimal strategies in minigolf has been studied in the literature within the 

framework of forward sequential planning. In [2], [3], [3] the authors analysed the game 

from the point of view of an optimal player, without taking into account various game 

skill levels when generating strategies. General approaches to golf or minigolf strategy 

planning can be found in [6], [8]. These approaches need to be adapted to a specific 

minigolf course, hole configurations, game variants, maximum allowable number of 

simultaneous players, the targeted DSS implementation, and other circumstances. 

Another area of related research is game robotics, where robots learn minigolf [4]. 

 

3. Optimal putt strategy problem and its solution 

An optimal strategy problem in one-move minigolf game can be broken down in three 

subsequent tasks. The first task can be formulated as the following: 

Problem 1. For a given player P with skills u(P) and for the ball in state and position 

(s,x) calculate the parameters (a1,…,an) of an action a which is optimal from the point of 

view of the assessment f2 of the state sn+1.          ■ 

Given the transfer function  in eq. (1), Problem 1 becomes a nonlinear mixed contin-

uous-discrete optimization task that can be solved with an appropriate combinatorial pro-

gramming method applied to state transition merged with a continuous gradient minimi-

zation. The latter will be applied to the parameters of ball movement resulting from an 

action and to the final position of the ball after this move with an assumed value of u.  

Before passing to the solution of the above-stated Problem 1, we will define the 

visual BTS V as a set of devices performing a joint measurement procedure of golf ball 

putt parameters by the players and a series of snapshots of a ball’s trajectory following 

each putt till the ball reaches its stable state sn+1. In real-life games, the ball may contain 

internal sensors V1, thus being able to transfer the force measurement results to a 

receiver. The second component V2 of V is a system of cameras or other visual sensors 

that follow the ball movement and retrieve its temporary positions during the move. They 

are also capable of identifying the stable final position of a ball which corresponds to 

reaching the state sn+1. The third component of V is the system of sensors V3 distributed 

over the game area and acting according to Internet of Things (IoT) principles. These 

sensors confirm the assessment f(Q,a)=1, which refers to a situation when the ball is in 

the final hole. The sensors can also retrieve the coordinates of a stopped ball to confirm 

the results of the last tracking or find a lost ball when no recent tracking information is 

available. V3 can measure players’ movements in order to recommend reaching an 

optimal position and pose before the next putt. 

In real-life situations, the parameters of  are unknown and must be estimated from 

observed ball trajectories that are considered as results of measured action parameters. 

This is accomplished by solving the following visual tracking system design problem. 

Problem 2. Minimize the cost of V and the real-time estimation error of the ball trajecto-

ry averaged over a set of potential hits and initial states of the ball. Then, learn the player 

P skills u(P) and derive the parameters of the transition function  from the available ball 

trajectory measurements and skills estimation with minimum error.        ■ 

When an optimal single putt strategy is calculated within Problem 1 and the player P 

skills u(P) are learned as part of Problem 2, another problem needs to be solved, namely:  

Problem 3. For player P with skills u(P) find the minimum number n of putts to reach 

the final destination B from the position x and ball state s with probability p or more.     ■ 
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The putt planning algorithm is based on dynamic programming (DP); however, the clas-

sical DP is not applicable as exemplified in Fig. 2. A suitable procedure is proposed as 

Alg. 1 below. The reachability zone Z(y,p,P) of y is the subarea of the game station such 

that player P with skills u(P) can reach y in one putt with a probability at least p. 

Algorithm 1 (solution to Problem 3) 
input: s, x, u(P), p, nmax, n1, Zempty 

while x not in Z do 

calculate the edge points C(Z) of Z  //C(Z) are extreme points of the convex  

if x is in Z return n, p;          //*hull of current approximation of Z 
for every edge point c in C(Z)  

 calculate the reachability zone Z(c) of c 

 set ZZ  Z(c);  
 if x is in Z return n+1, p 

end (for) 

nn+1 

end (while)  

if nmaxn return ‘solution not found’   // applying computing time limit  

end               ■ 

 

Fig. 2. An example of an optimal putt strategy in minigolf (2 putts to reach the hole B from A: s1,1,s1,2) 

compared to a non-optimal shortest path strategy (4 putts to reach the hole B from A: s2,1,s2,2,s2,3,s2,4). 

 

4. Game decision support design 

The essence of real-time player support is to achieve the game goal in an optimal way, 

while preserving individual player constraints resulting from physical abilities or handi-

caps. If several players strive to achieve a common goal with or without the rivalry from 

another team, the tasks of the GSS will extend to group support and coordination, while 

individual support will be offered without disturbing the optimality of the joint task.  

The players provide all or only a part of the above information. Then, the GSS will 

generate the corresponding recommendation concerning the current move (putt para-

meters) or a series of moves, depending on the user-defined recommendation options. 

Observe that the class of limits of optimality has merely a technical character and ensures 

that the GSS recommendations are realistic. The procedure may be automatically or man-

ually activated by the user after each putt. The decision analytics will apply reinforcem-

ent learning (RL) to learn the parameters of the recommendation generator. The RL out-

comes may be enhanced with intertemporal supervised learning during the single game 

periods when the game instructor inspects and corrects the recommendation parameters.  

The software architecture of the present version of game support and game 

management systems covers player support problems. We propose its further develop-

ment prospects towards a managerial and manufacturer support system to yield an exten-

ded class of Game Management Systems (GMS). The analytic engine of the GSS should 

contain at least the following modules:  

• Predictive analytics [9], including Bayesian networks and autoregressive models 

• Multicriteria decision making [11] such as reference set and causal models 

• Player recommendation generation and game training modules [1] applying the 

user skills and game history records stored in the GSS knowledge base [3] 

• User community building with social network and controlled cellular automata.  

A characteristic feature of the GSS and GMS is their modular architecture that allows 

the course managers to gradually develop it. The data is pre-processed in the GSS 
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analytic engine with simple arithmetic averaging and the aggregation transform (cf. [12]). 

The knowledge base that stores game history records merged with ex-post game 

assessments is a core GSS module. The history records are the fundamental input data to 

semi-supervised ML procedures, where only partial labelling is possible, while games pe-

rformed on brand new courses with novel holes might still be analysed by the system. 

Multicriteria optimization and decision processes apply the above defined game criteria.  

 

5. Conclusions 

In this brief paper we presented Game Support Systems (GSS) as a new class of real-time 

DSS with challenging application prospects. Among the new research questions we for-

mulated and solved a novel variant of adaptive dynamic programming that minimizes the 

number of moves to reach the goal of an individual game rather than any physical indica-

tor. A pivotal role in the GSS is played by learning user skills retrieval with ML methods.  

The architecture of the above proposed example of a GSS takes into account the best 

practices of information system development as well as a state-of-the-art approach in the 

physical planning of minigolf courses. We proposed a novel recommendation methodolo-

gy which will enable multiple player support during individual ball games via a mobile 

app in real-time. It is based on two pillars: first, the efficient filtering out irrelevant ball 

motion data with monotonic aggregation, which speeds-up the data analysis process. 

Second, a backward planning approach that allows the GSS to find optimal putt sequen-

ces for any current location of the ball. An implementation work plan offers a realistic 

prospect for the GSS deployment within a competitive business model. 
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