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Abstract

Recommendation systems are an effective solution for personalising e-commerce services. They
are able to provide customers with relevant and useful products. Their performance is deter-
mined by the quality of the methods employed. However, it is also influenced by the input data.
Session-based (SB) techniques are highly effective in real-world scenario to generating recom-
mendations that focus on short-term user activities. This study aims to investigate the relation
between data statistics and performance of SB algorithms measured by accuracy and coverage.
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1. Introduction
A recommender system efficiently retrieves relevant information from a vast amount of data.
These applications function as digital advisors, collecting behavioural information on users and
providing personalised recommendations [9], [14]. Session-based recommenders are a collab-
orative filtering (CF) approach, that predict the next action in the user’s session, which time is
limited to minutes. That means that no historical data is stored for individual users. Any user
interactions that occur after the ongoing session has expired are treated as new ones [13].

Data can be described by different characteristics and may affect the performance of rec-
ommendations [10], [12]. In [11] an in-depth comparison of 12 SB methods on 8 datasets is
presented. The study revealed that there is no single algorithm that consistently outperforms the
others.

This work aimed to determine whether a relationship exists between data and a SB system’s
performance. The selected factors include data density, shape, and item popularity [7], [3]. The
accuracy of the system was calculated by the HitRate index, and its diversity - by Coverage.

This paper is inspired by [1] and [4]. Nevertheless, the distinction is as follows. First, the
comparison was between SB recommenders and the traditional CF approach. Then, the dataset
in the experiments was Diginetica [11], an e-commerce dataset utilised in the RecSys Challenge.
The set originally comprised 275,000 sessions and 160,000 items. The aforementioned studies
were based on two MovieLens datasets, comprising 100,000 and 1,000,000 ratings, respectively.
The nature of the data was also distinct, as sessions comprised records of users’ activity, rather
than ratings. Furthermore, the MovieLens dataset is dense, comprising users who have rated
at least 20 movies. As with the other datasets employed in SB systems, Diginetica is notably
sparse. The performance measures differed as well. In [1], were analysed error-based metrics,
while in [4], the authors also considered fairness. This paper examines another quality and
diversity metric, namely Hit Rate and Coverage.

This work provides the following contribution. The impact of input data characteristics on
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the performance of session-based recommender systems is not equal across recommender types
and should be analysed individually.

2. Related Work
The existing literature contains a number of works that address the subject of learning data
correlation and the performance of recommender systems. Nevertheless, these studies merely
indicate some potential relations and propositions for overcoming the issue without a compre-
hensive investigation of this topic.

According to Hsu’s research [8], skewness is a characteristic that reduces the accuracy of
CF methods. It was was confirmed through experiments conducted on a naturally skewed real
dataset containing clickstreams from an advertising online agency. In [15] a novel approach to
addressing data sparsity was applied, comprising data augmentation and refinement, with the
objective of improving data characteristics and, in turn, the accuracy of recommendations.

There are only few recent studies that have extensively examined the effect of data charac-
teristics on classical recommender systems’ performance, providing valuable insights into the
correlation between data characteristics and recommendation accuracy [4].

The objective of the work [6] was to examine the influence of data characteristics on the
efficacy of the most prevalent shilling attacks against popular CF methods. The results provided
sufficient statistical evidence to demonstrate that data characteristics, in particular, size, shape,
and density, are important factors in determining the effectiveness of an attack. Furthermore,
the study identified the most significant features with respect to a specific type of recommender.

The authors of [5] conducted a comprehensive literature review with the objective of ex-
amining the characteristics of the datasets utilized in traditional collaborative filtering recom-
mender systems. The aim of this review was to identify similarities and differences between
these datasets, with the ultimate goal of providing researchers with a set of guidelines to assist
them in selecting appropriate datasets for their experiments. The following indices were investi-
gated: Shape, Space, Density, and Gini. The findings demonstrated that datasets with markedly
disparate characteristics enhance the robustness of the evaluation process.

The most recent and comprehensive work [4] proposed an explanatory framework based
on regression models to better understand how data characteristics impact on the fairness and
accuracy of recommender systems. The researchers considered a number of data characteristics,
including those related to the structure of the rating matrix, or the rating frequency distribution.
The results demonstrated that the three most significant characteristics may contribute up to
80–90% towards the overall accuracy of a recommender In the case of the systems’ fairness,
however, such a relationship is not evident.

3. A Dataset and its Characteristics
In SB systems, it is possible to create a User Rating Matrix (URM) where the values are binary
and indicate whether the user is interested in the item. The URM is a matrix with columns and
rows corresponding to the system’s items (V ) and users (U ). The shape indicates the ratio of
users to products in the system (1). Another crucial aspect is data density (see also (1)).

Shape(URM) =
|U |
|V |

, Density(URM) =
nr

|U | · |V |
(1)

where nr is a sum of all session lengths in the matrix URM.
The impact of popular products on the efficiency of a recommendation algorithm is a sig-

nificant factor [16]. The products often present in user sessions will be recommended to them
more often, resulting in reduced system efficiency and less diversity in recommendations [4].
The example measures are the AvgPop and the long-tail skewness coefficient (LTS) (2).
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AvgPop(URM) =
1

|U |
·
∑

k∈Ru ϕ(i)

Ru
, LTS(URM) =

1

|V |
·

∑|V |
i=1(ϕ(i)− µ)3

[ 1
|V |

∑|V |
k=1(ϕ(i)− µ)2]

3
2

(2)

where Ru is a set of items in a session, µ is an average overall popularity of all items.
The AvgPop metric calculates the average popularity of items across sessions. An item’s

popularity score (denoted as ϕ(i)) is determined by the number of users interacting with it
across the entire user set. The LTS coefficient is more sensitive to the actual popularity with
respect to the size of the long tail items.

The experiments described below were conducted on 51 subsets of Diginetica, prepared
to obtain certain values of the characteristics [4]. First, the set was divided into 5 equal sets.
Then, the subsets were generated from the 5 main sets, starting from the current statistic’s value.
Sessions or items were removed randomly to obtain diversified characteristics - see Table 1.
Each test involved at least 25 subsets.

Table 1. Characteristics of the data from the subsets used in the experiments

Actions Sessions Items Actions/Sessions Actions/Items
min 21786 12632 5000 1.29 1.04
max 165084 57377 35428 5.99 6.49

Shape Density AvgPop LTS
min 0.75 8.24·104 1.33 -14 153
max 2.73 34.49 ·104 17.84 -2002

4. Experimental Setup and Results
For each experiment, a unique set of data was selected to consider various aspects. In the first
and second experiment, which focus on the Shape and Density of the rating matrix, it was aimed
to obtain data with varying ratios of users to products. By providing different numbers of users
and items while keeping the other statistics constant, different Shape and Density rates were
achieved. The following experiments were concentrated on various factors of popularity of
items. The products were sorted by their popularity values and confidently iteratively removed
to retain the same number of users. The resulting sets were analysed in terms of the skewness
coefficient, and only sets with significant changes in the coefficient were selected.

Accuracy was quantified using the HitRate index, a standard metric employed in SB ap-
proaches. The procedure for calculating based on the evaluation of the content of recommen-
dation lists when successive items are incrementally added to the test sessions. Then, after
generating the propositions, the list is truncated at the particular position and the content is ex-
amined in terms of the presence of the items from the test vector. Commonly, short and long
thresholds are examined, here: 3 and 20 elements on the recommendation lists (HR@3 and
HR@20). Coverage [2] indicates the frequency with which items appear in the recommenda-
tion lists. Its low values relate to the tendency to recommend the same set to many users. In the
majority of cases, the coverage cut-off is equal to 20.

Recommendations were obtained using session-based collaborative filtering algorithms (im-
plementations from the Session-Rec library [17]). The following methods were used: SKNN (a
neighbourhood-based approach), and STAMP (based on a neural network).

4.1. Obtained Results

The prepared datasets were used to generate and evaluate recommendation lists. Cross-validation
was used with a minimum split of 27 sets and results averaging. The recommendation lists were
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then evaluated according to the following indices: HR and Coverage, with a cut-off threshold of
3 or/and 20 elements on the recommendation lists. The results are presented in Table 2.

Table 2. Correlation of data characteristics and recommendation accuracy.

Name of STAMP SKNN
charact. HR@3 HR@20 Coverage@20 HR@3 HR@20 Coverage@20

Shape 0.09 0.23 -0.15 0.80 0.90 -0.07
Density 0.81 0.78 0.40 0.38 0.53 0.12
AvgPop -0.28 -0.35 0.10 -0.73 -0.92 0.57

LTS 0.33 0.40 -0.08 0.87 0.97 -0.15

The first experiment focused on the shape of the rating matrix. It can be seen that the
outcomes for both algorithms are different. For STAMP there are no significant positive changes
in any of the metrics based on the shape of the data matrix. Whereas, for SKNN an increases in
accuracy is observed as the Shape value grows. There is also a correlation between Shape and
HitRate - the value is 0.80 (HR@3) and 0.90 (HR@20). In the case of the SKNN algorithm, the
correlation is not particularly strong: 0.09 (HR@3) and 0.23 (HR@20). The Shape index was
not found to be significantly correlated with Coverage.

The evaluation results for the Density index confirm a significant relationship between data
density and the accuracy of the recommendation lists. The HitRate increases with increasing
data density. However, the strength varies. For STAMP, it is definitely higher (0.81 and 0.78 for
HR@3 and HR@20 respectively). For SKNN the values are 0.33 and 0.62 respectively, which
means that the relationship is weaker. A small correlation was identified in the case of STAMP
with regard to Coverage (0.4).

The results for Average Popularity and LongTailSkewness are as follows. A high average
popularity of all items has a negative impact on recommendation accuracy. However, the cor-
relations between AvgPop values and HR@3 are as follows: -0.28 for STAMP and -0.73 for
SKNN. The correlation between AvgPop and HR@20 is -0.35 for STAMP and -0.92 for SKNN.
Consequently, the neighbourhood-based approach is more susceptible to the average popularity
of items. The LongTailSkewness exerts a somewhat more pronounced influence on the accuracy
of recommendations. The values for HR@3 and HR@20 are 0.87 and 0.97 (for SKNN) and 0.33
and 0.40, respectively, for HR@3 and HR@20 (for STAMP). In conclusion, STAMP exhibits a
greater capacity for personalisation, as evidenced by its lower correlation values. A correlation
of 0.57 was identified in the case of SKNN with regard to Coverage.

5. Conclusions and Future Work
This paper presents experimental findings on the correlation between 4 data characteristics:
Shape, Density, Popularity, and LTS, and the session-based recommender systems. The re-
sults indicate that certain methods are more strongly correlated than others. The STAMP neural
network-based recommender demonstrated robust resistance to data features related to pop-
ularity bias, whereas it highlighted a high sensitivity to its density. In contrast, the SKNN
neighbourhood-based system exhibited an opposite behaviour towards generated propositions,
with accuracy related to the data nature, in particular an average popularity index.

Obviously, thoroughly examining and preparing the data is crucial to improving the accuracy
of recommender systems. However, in ensemble approaches and commercial applications, it is
of the utmost importance to select the recommenders carefully according to the data nature. The
identification of correlated features with the accuracy of recommendation lists allows for the
preparation and deployment of appropriate data improvement procedures.

The results are preliminary and therefore further experimentation is required to develop the
assumptions. Initially, further datasets must be examined and subjected to a further comparison
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of their characteristics. Subsequently, further algorithms will be investigated with respect to
their types, for example, neighbourhood-based and neural network approaches. Finally, further
data statistics will be considered, including Gini, skewness, and kurtosis of long-tail items.
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