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Abstract

Machine learning has emerged as a fundamental tool for numerous endeavors within health in-
formatics, bioinformatics, and medicine. However, novices among biomedical researchers and
IT developers frequently lack the requisite experience to effectively execute a machine learn-
ing project, thereby increasing the likelihood of adopting erroneous practices that may result
in common pitfalls or overly optimistic predictions. The paper presents an assessment of the
significance of best practices in the implementation of R&D projects supporting the medical
diagnostic process. Based on the literature and authors’ experiences, 27 good practices influ-
encing three fundamental stages of project implementation were identified. The evaluation was
based on the Analytic Hierarchy Process, which relies on subjective assessments from experts,
whose credibility is expressed through the consensus of assessment. Initially focusing on De-
vOps methodology, research integration, interdisciplinary information sharing were prioritized
over automation. Furthermore, annotation tools and data / model quality control were identified
as of significant importance.
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1. Introduction
Research and Development (R&D) projects represent a distinct category of initiatives, signif-
icantly divergent from commercial projects. Their primary aim is the pursuit of innovative
solutions, highly consequential for advancing progress within the within the specific research
area, thereby fostering economic growth [2]. Consequently, both their motivations, objectives,
and execution methods markedly differ from generally construed commercial projects, which
primarily focus on application, are market-driven, ensuring revenue for the executing compa-
nies, and providing various benefits for potential clients [12]. Unlike commercial projects, R&D
projects are divided into two parts: research-oriented, aimed at acquiring new knowledge and
creating new solutions, and development-oriented, focusing on building prototypes and laying
the groundwork for the potential introduction of a new product to the market. The first stage
is characterized by a much higher risk of ultimate failure [24]. This paper focuses on a spe-
cific type of R&D IT projects related to supporting medical diagnostics using machine learning
methods, defined in this work as the Medical Machine Learning (MedML) project. MedML
projects require a complex executive structure due to the interdisciplinary nature of the work
and the need for extended data collection, high costs of specialists, interdisciplinary collabora-
tion, research-oriented model building, and client involvement. Ensuring proper organization,
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adequate financial resources, and effective communication among teams is crucial for success.
During the practical implementation and deployment of projects, it is crucial to perform tasks
appropriately as this significantly impacts the final outcome of the project. This manner of
execution is commonly defined in methodologies through a set of general and detailed recom-
mendations and rules of conduct referred to as best practices or guidelines [18].

The contributions of this paper are as follows: (1) a comprehensive list of best practices for
conducting MedML projects, specifically those that apply machine learning to support medical
diagnostics is presented; (2) the use of the Analytic Hierarchy Process (AHP) for the relative
evaluation of these best practices is introduced. This approach distinguishes this research from
others in this field, which typically rely only on literature review or surveys; (3) the significance
of each best practice in the context of conducting MedML projects is assessed. To the best of
the authors’ knowledge, there are no publications that parallel this study.

The paper is structured as follows. Section 2 include a detailed description of the selected
guidelines and best practices, as well as their sources. Subsequently, in Section 3, method of
experimental verification of these guidelines is proposed, and in Section 4 results of conducted
verification, in the form of best practices’ importance measurement, is presented and discussed.
At the end, final remarks are presented in Section 5.

2. Identification of best practices in MedML
Best practices heavily depend on the field, and their initial origins stem from the experience
of practitioners and experts. The areas that have been developing dynamically in recent years
include, among others, machine learning and medical diagnostics. Hence the need for adaptation
or defining new best practices in this area. Adopting best practices in medical projects involving
machine learning require the accuracy, reliability, and ethical use of predictive models, which
are critical for patient safety and effective treatment. These features distinguish them apart
from other interdisciplinary projects. This includes maintaining high-quality data standards,
ensuring transparency in model development, and continuously monitoring and validating model
performance in real-world settings. Treating both fields separately, numerous publications on
best practices can be found in the literature, e.g. [9, 21]. It is worth noting that the most popular
methodology used in machine learning projects is MLOps, where authors adopt practices from
agile methodologies in it. The accepted practice for defining practices is discussion based on
experience.

Drawing inspiration from discussions surrounding optimal methodologies for machine learn-
ing across various domains such as manufacturing [7, 10], physical systems [14], and health in-
formatics [6, 20, 19], we have opted to introduce best practices tailored for conducting projects
centered on the analysis of medical data for ML projects. Our aim is to circumvent prevalent
errors and challenges observed in numerous studies within this field. While certain studies in
the computer science and medical literature have already introduced guidelines for applying ma-
chine learning techniques to medical image analysis [22, 4, 13], these resources primarily focus
on research projects (not development phase). Nevertheless, numerous fields necessitate a more
methodical approach to prevent harm to the environment and human health, as well as to min-
imize risks throughout the process. Hence, our research method was based on the comparative
AHP method, unlike other studies which rely on literature reviews or surveys. In the first step,
a set of proposed practices was selected based on a literature review. Next, experts participating
in the same 4 MedML projects were selected for the comparative evaluation. The knowledge
gained from them formed the basis for preparing this paper.

Based on a literature review conducted utilizing the IEEE, Scopus and ACM databases, fo-
cusing on the keywords "best practices" and "MLOps", 59 papers (research papers and surveys)
were identified (after merging and removing duplicate results). It is noteworthy that these publi-
cations were produced after the year 2021 (without date filtering), unequivocally indicating the
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freshness of the subject matter. Zinkevich assembled a set of optimal techniques for machine
learning that are employed within Google [25]. Serban et al. identified 29 optimal practices
of software engineering for machine learning through a systematic literature review prior to
conducting a survey among practitioners to explore the adoption and effects of these practices
[17]. They divided good practices into 6 categories: data gathering, training, coding, deploy-
ment, collaboration and policy compliance. John et al. conducted a similar literature review on
the software engineering lifecycle of machine learning models, highlighting the challenges and
best practices at each of the 7 stages of the lifecycle [8]. SE4ML group discovered 46 optimal
practices for engineering reliable machine learning applications grouped into 6 categories [16].
In total, 50 practices were identified, partially overlapping in content. No guidelines pertaining
to healthcare and medical diagnosis could be located. Thus, in this study, the number of cate-
gories were limited from the 6-7 proposed in the literature to 3. The practices presented therein
can be categorized into one of three main areas related to application development process: (1)
data gathering, (2) end-to-end pipeline for model development, (3) practices associated with the
classical DevOps process facilitating prototype development.

Drawing from existing methodologies, publications, and experts’ professional experience,
27 practices were selected for further analysis, deemed most relevant from the perspective of
MedML projects. In following sections these rules are briefly described, followed by an assess-
ment of their significance and utilization in projects using the AHP method.

1. Data gathering. A set of best practices regarding the entire data collection process.

D1 Ensuring Interdisciplinary Work to Understand Project Goals

D2 Formulating Conclusions Based on the Results of Each Project Iteration

D3 Defining Relevant Patient Features for Selection from HIS/PACS hospital systems.

D4 Determining the Types of Collected Data including their modalities, measurement
devices, required metadata, types of annotations

D5 Defining Quality and Quantity Requirements

D6 Ensuring Good Organization and Planning Data Access Procedures to raw data in
HIS/PACS hospital systems.

D7 Utilizing Effective Tools for Patient Selection and Raw Data Export from HIS/PACS
hospital systems, considering technical, legal and privacy requirements.

D8 Establishing Proper Data Annotation Procedures

D9 Utilizing Effective Tools to Support Annotation

D10 Conducting Ongoing Quality Control of Data

2. Machine Learning Model Development. A set of practices regarding the process of
machine learning models construction.

M1 Ensuring Interdisciplinary Work to Understand Project Goals

M2 Formulating Conclusions Based on the Results of Each Project Iteration

M3 Defining the Target Functionality of Machine Learning Models

M4 Defining Quality Metrics and Evaluation Procedures Adequate to Project Goals

M5 Utilizing Advanced Tools Supporting Data Processing Methods

M6 Correct Execution of Raw Data and Annotation Unification

M7 Proper Data Splitting into Training, Validation, and Test Sets

M8 Use of Existing Machine Learning Architectures and Models
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M9 Adjustment and Definition of New Architectures

M10 Extensive Hyperparameter Optimization

M11 Methodologically Correct Measurement of Defined Quality Metrics

M12 Optimal Selection of Final ML Models

3. Development of a prototype IT system and supporting tools. A set of practices regard-
ing process of implementation and deployment of IT system, applications, and tools.

P1 Ensuring Project Progress Monitoring

P2 Automation of Software Development Process

P3 Information Sharing during Development Process

P4 Adherence to Appropriate Work Culture

P5 Incorporation of R&D Requirements

Each single best practice has been assigned an identifier (from P1 to M12), consistent with
a detailed description which can be found in [3]. The first two practices (D1-D2, M1-M2) relate
to activities associated with the overall project implementation, interdisciplinary collaboration,
and exchange of experiences among all processes in the project development methodology. The
practices (D3-D10) summarize practices defined in a manner consistent with principles applied
in the literature (particularly in the CRISP-MED-DM methodology [11] and MLOps [23]). The
(M3-M12) apply to development, training and testing of machine learning models. The (P1-P4)
recommended practices and success factors in project implementation formulated in the scien-
tific literature on the DevOps methodology [1, 26], which is one of the recommended method-
ologies for implementing the prototype IT system in MedML projects. As DevOps is only a
part of MedML projects, and is well researched in the literature, the most detailed DevOps rec-
ommendations layer was omitted, and only general categories of recommendations were taken
for analysis. On the other hand, due to the R&D nature of the considered projects, point P5
has been added to this list by the authors, which addresses R&D aspects related to building a
prototype IT system to support medical diagnostics.

3. Evaluation Methodology of Best Practices
In order to assess the significance of individual best practices in the development of a MedML
project, the AHP method [15] was employed. AHP is a multicriteria method of hierarchical
analysis of decision problems, allowing for the decomposition of a complex decision problem
into sub-problems, the adoption of criteria for their evaluation, and the forming of rankings of
the considered alternatives based on the level of fulfillment of these criteria. In this work, the
definitions of concepts, notations, and the implementation of the AHP available in [5] were
utilized, where the details of this method, as well as mathematical formulas and corresponding
algorithms, are described.

To determine the level of significance of best practices, a three-level hierarchy was com-
posed based on them, as depicted in Fig. 1. This hierarchy was constructed in accordance with
the principles of DevOps and MLOps methodologies, particularly by distinguishing three main
categories of best practices related to the three primary processes of MedML project develop-
ment: IT system construction, data collection, and ML model generation. At Level 1 of the
hierarchy lies the overall assessment of the level of employment of best practices throughout
the project; at Level 2, the evaluation of best practices for the three main processes of MedML
project implementation; at Level 3, individual best practices pertaining to the execution of these
processes.
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Fig. 1. Hierarchy of assessing the significance of best practices in MedML projects.

The created hierarchy was evaluated according to the AHP method. Initially, the relative
relevance of individual best practices within 3 categories was assessed pairwise, followed by
the evaluation of the relative importance of entire categories. These assessments were made
using the original 9-point linear scale proposed by [15]. Subsequently, individual preference
matrices, the Consistency Index (CI), and the Consistency Ratio (CR) were determined. The
inclusion criterion for individual assessments was a consistency ratio CR ≤ 10%. Based on
the individual preference matrices, a consolidated decision matrix was computed along with its
consistency CR and consensus CS (where a value below 50% indicates very low consensus, 50-
65% low consensus, 65-75% moderate consensus, 75-85% high consensus, and above 85% very
high consensus, meaning a high agreement of individual assessments in the overall evaluation
of the significance of best practices). In the final stage, the significance of each best practice
was calculated—both the global priority PG and the local priority PL, for each MedML project
part (PLP for prototype IT system, PLD for data gathering, PLM for ML model construction).
Based on the sorted decreasing global priorities, a ranking of the most significant best practices
in MedML projects was created, where for each practice, its global rank RG was determined,
representing its position in the ranking (rank 1 denotes the most significant best practice). The
sum of all global priorities PG for all practices equals 100%.

4. Results and discussion
The utilization of best practices related to the realization of individual processes and stages
of the MedML project has a significant impact on the ability to achieve the intended effects of
these processes, as well as on the attainment of the overall objectives of the entire project. Using
the AHP method described in the previous section, the level of significance of all defined best
practices was determined according to the adopted hierarchy of evaluation. This significance is
expressed in terms of local priorities (PL) and global priorities (PG), as well as ranks (RG)
for each analyzed best practice. Priorities of three best practices categories (level 2 in AHP
hierarchy) are shown in Fig. 2. All obtained priorities and ranks of every best practice (level 3
in AHP hierarchy) are presented in Tab. 1. The overall consensus of the evaluators reached a
high level (CS = 82%).

Fig. 2. The significance of best practice categories in relation to the whole MedML project.
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Table 1. Significance of best practices in MedML projects. Consecutively, calculated values of
local priorities PL (prototype development PLP , data gathering PLD, ML model construction
PLM ), consolidated global priorities PG, and global ranks RG are provided. A higher priority
(lower rank) signifies greater importance of a given good practice. The total consensus of
assessors amounted to CS = 82% (high). Practices are sorted by their global rank RG.

Prototype development Data gathering ML models
Practice PLP PG RG Prac. PLD PG RG Prac. PLM PG RG

P3 26,4% 5,8% 3 D1 17,5% 8,1% 1 M1 15,6% 5,0% 6
P5 23,2% 5,1% 5 D2 13,2% 6,1% 2 M2 12,9% 4,1% 10
P4 18,7% 4,1% 11 D9 11,4% 5,3% 4 M4 11,1% 3,5% 14
P1 17,9% 3,9% 13 D10 10,2% 4,7% 7 M10 9,0% 2,9% 18
P2 13,9% 3,0% 17 D8 10,0% 4,6% 8 M3 8,1% 2,6% 19

D5 9,8% 4,6% 9 M11 8,1% 2,6% 20
D4 8,8% 4,1% 12 M5 7,2% 2,3% 22
D7 7,1% 3,3% 15 M12 6,3% 2,0% 23
D6 6,6% 3,1% 16 M7 6,2% 2,0% 24
D3 5,4% 2,5% 21 M6 5,6% 1,8% 25

M9 5,3% 1,7% 26
M8 4,6% 1,5% 27

CS = 65, 8% CS = 76, 0% CS = 80, 1%

Firstly, the assessment focused on best practices concerning the process of developing a
prototype system and supporting tools, corresponding to practices in the DevOps methodology.
The obtained local priorities PLP ranged from 13.9% to 26.4%, with the two most important
practices being P3 (information sharing in the development process) and P5 (incorporation of
research and development requirements). This assessment deviates from the typical evalua-
tion of the DevOps methodology in deployment-oriented IT projects [26], where work culture
and automation are identified as the most crucial factors. The obtained evaluation confirms the
assumptions of MedML projects, where research and development aspects, particularly those re-
lated to interdisciplinary collaboration and exchange of experiences, are considered more signif-
icant than project implementation aspects associated with automation, deployment, and system
maintenance.

In the accomplishment of the data gathering process, the most significant best practices were
also identified as interdisciplinary work, data understanding (D1, PLD = 17.5%), and acquir-
ing new knowledge / formulating conclusions based on it for further stages of project imple-
mentation (D2, PLD = 13.2%). This indicates the importance of active information exchange
and collaborative work among teams carrying out individual project processes (data gathering,
building ML models, prototype development). This aligns with the recommendations of fre-
quent iterations and interweaving of all concurrently executed MedML project implementation
processes described in [3]. The next most important best practices were identified as the use of
annotation support tools (D9, PLD = 11.4%) and data quality control (D10, PLD = 10.2%).
The cumulative priority of all data gathering tools (D9+D7) amounted to 18.5%, indicating the
very high significance of these tools.

Among the best practices of the machine learning model building, the most significant prac-
tices were also those related to interdisciplinary collaboration (M1, PLM = 15.6%) and ac-
quiring new knowledge (M2, PLM = 12.9%). Among the next most important practices,
adequate determination of metrics and quality assessment procedures for ML models (M4,
PLM = 11.1%) was identified as the most significant, although the differences in the as-
sessment of significance between individual practices were minor (4.6%-11.1%). Among the
practices, the use of supporting tools (M5) stood out, with a priority of 7.2% in the process of
building ML models, i.e., as 7 out of 12 recommended best practices.
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5. Conclusions
We conducted a study to investigate the development of software solutions incorporating ma-
chine learning components in medical diagnosis support system. To achieve this, we conducted
a review of both academic and grey literature and constructed a compendium consisting of 27
software engineering best practices for MedML projects, categorized into 3 distinct groups. Sub-
sequently, we determined the level of significance of selected practices using AHP method. We
posit that adherence to our 27 delineated guidelines can substantially enhance the efficacy of any
machine learning practitioner in conducting successful projects within the domain of medicine
and its associated fields. Initially focusing on DevOps methodologies, we prioritized research
integration and information sharing over automation. In machine learning model development,
metrics determination and tool usage highlighted. Important guidelines regarded data gathering,
especially encouraging using good annotation tools and performing data quality control. In all
guideline categories, interdisciplinary work and knowledge acquisition were paramount. This
emphasizes the importance of collaboration, research integration, and meticulous data handling
in MedML projects. At the team or organizational level, these findings can be utilized to criti-
cally evaluate the current utilization of practices and prioritize their adoption based on desired
outcomes. For example, a team with a strong emphasis on agility but low adoption of associated
practices may develop strategies to enhance the adoption of these practices.

As a subsequent research phase, the influence of implementing the suggested guidelines on
the ultimate success of the endeavors will be investigated. The examination will focus on eval-
uating how their adoption and progression status of the primary MedML processes — namely,
prototype IT system development, data gathering, and machine learning model construction —
affects the fulfillment of the overarching objectives within the MedML projects.
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