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Abstract 

This paper proposes a logic-based approach based on Interpolative Boolean Algebra (IBA) 

for multi-criteria evaluation of different priority and dispatching rules for production 

scheduling. Scheduling is crucial in optimizing operational activities, enabling efficient 

resource allocation within specific time constraints. While standard approaches to multi-

criteria evaluation often use the weighted sum or weighted product method, they cannot 

capture logical and statistical relationships from the data. To address these limitations, we 

propose logical aggregation (LA) based on IBA, ensuring transparency and explainability 

in data aggregation. This paper evaluates the performance of six well-known priority and 

dispatching rules on 30 common benchmark instances of the job shop problem based on 

four scheduling criteria functions as input attributes. Analysis shows that the Critical Ratio 

rule performs the best, with Earliest Due Date also being a solid recommendation. This is 

a valuable insight for production managers unable to perform time-consuming simulations 

when facing tight deadlines.  

Keywords: Scheduling, Job shop, Interpolative Boolean algebra, Logical aggregation,   

Logic-based decision making 

 

1. Introduction 

Scheduling in production and services refers to the allocation of resources, whether 

financial, material, human or other, to handlers, in a specific sequence and according to 

time constraints [21]. This complex process serves to optimize operational activities as 

much as possible, considering one or more objectives [19], i.e. minimizing completion 

time, flowtime, tardiness, work in process, the number of jobs that are late, etc. Scheduling 

consists of two phases, loading and sequencing. During the loading phase, jobs are assigned 

to the required resources (i.e. machines), and in the sequencing phase, a precise order of 

jobs for each machine is specified based on the assignation during the loading phase [7]. 

The result of this process is a production plan that specifies the start and finish times of 

each operation for each job and the resources used [2], [6].  

Scheduling as an activity has been greatly influenced by rapid development of 

information and communication technology, especially computational intelligence (CI). 

Therefore, numerous activities that were an ahead-of-time activities in the past can now be 
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performed in near real time [19]. Although scheduling can be performed to optimize 

production within multiple production plants manufacturing the same types of products, 

centralized scheduling, i.e. the process of scheduling within a single location, is still the 

most popular in the literature [10] and will be a focus point in this paper. 

More precisely, this paper addresses the job shop scheduling problem by evaluating 

priority and dispatching rules using logic-based aggregation methods. Indeed, the most of 

existing work in this area is focused on the multi-attribute evaluation using traditional 

methods, such as the weighed sum or the weighed product [7], to evaluate production 

schedules based on several criteria functions simultaneously. However, these approaches 

fail to model the fact that different schedules may demonstrate favorable outcomes in some 

cases, albeit encountering certain limitations. Also, aggregation functions based on 

weighted sum or product are not able to incorporate logical and statistical relations in data, 

as well as possible input compensations. Therefore, there is a considerable space for 

introducing novel aggregation techniques in this context. 

The aim of this paper is to employ logical aggregation (LA) based on interpolative 

Boolean algebra (IBA) to evaluate the performance of six different commonly used priority 

and dispatching rules [26] for production scheduling. The need for estimating the best rule 

in the general case is of critical importance in cases when managers need to choose among 

multiple criteria that are in conflict and when time-consuming optimizations and 

simulations are not possible. Ranking priority and dispatching rules using the proposed 

method allows managers to make faster decisions when time is of the essence, since it 

provides more information about the performance of different rules in relation to different 

objectives, i.e. criteria functions. IBA represents a framework for dealing with [0,1] values 

with respect of all Boolean axioms and theorems [23]. Further, LA based on IBA stands 

out for its explainability and transparency when aggregating data, and therefore seems to 

be a suitable method for solving this problem. To perform the rule evaluation, a simulation 

of 30 different instances of the job shop scheduling problem [7], is conducted. After the 

data analysis, the LA model is defined by a domain expert and further evaluated. Finally, 

the model is applied and priority and dispatching rules are ranked accordingly.  

The rest of the paper is organized as follows. In Section 2, we analyze scheduling and 

the job-shop problem as well as priority and dispatching rules in detail. Section 3 

introduces the essentials of the LA approach and IBA. Further, in Section 4, the problem 

to be solved is presented. The proposed model based on LA is presented in Section 5, while 

the experimental results and discussion are given in Section 6. The last section summarizes 

the main results and gives concluding remarks. 

 

2. Scheduling and the priority and dispatching rules 

Scheduling is a challenging task due to a large number of possible solutions, which leads 

to a combinatorial explosion [2]. For this reason, the use of heuristics to obtain near-

optimal solutions is an idea that has been explored in scientific literature since the 1950s 

[4]. Since then, many different heuristic and metaheuristic approaches, along with 

constraint programming [8], simulation and CI approaches have been used to solve the 

scheduling problem and its variants. Some of the most prominent ones include the Johnson 

rule, simulated annealing, genetic algorithms, tabu search, ant colony optimization, Petri 

nets, neural networks and fuzzy logic [10]. 

One of the earliest heuristic approaches to the scheduling problem was the use of 

priority and dispatching rules to decide which product should be sequenced first when 

multiple jobs are available and require the same resource [4], often referred to as a conflict 

in scheduling.  

Still relevant due to the complexity of the production environment, ease of 

understanding, minimal computational power requirements and acceptable performance 

[7], priority and dispatching rules are still used today when multiple scheduling decisions 

must be made instantaneously [9], and are particularly useful when new jobs arrive at the 

company during the execution of an existing schedule [26]. 

The choice of the priority or dispatching rule used has a major impact on the production 
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goals, leading to improved performance in production [7]. Because of this, starting as early 

as the 1980’s [11] many attempts were made to evaluate their performance based on 

different optimization functions. In the 1990’s, the need for multi-attribute evaluation was 

recognized [4], which is still emphasized in recent literature [27]. 

 

3. Logical aggregation based on interpolative Boolean algebra 

Interpolative Boolean algebra (IBA) was introduced as a [0,1]-valued realization of a finite 

Boolean algebra [23] that preserves all Boolean axioms and theorems. IBA is a two-leveled 

algebra, consisting of the symbolic and the value level [24].  

The structure of a logical expression  𝜑(𝑎1, . . . , 𝑎𝑛) is the main focus on the symbolic 

level, and attributes 𝑎1, . . . , 𝑎𝑛 are considered independently of their values. In order to stay 

in Boolean frame, logical expression is mapped into generalized Boolean polynomial 

(GBP)  𝜑⊗(𝑎1, . . . , 𝑎𝑛) according to the principle of structural functionality and IBA 

transformation rules: 
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GBP 𝜑⊗(𝑎1, . . . , 𝑎𝑛) is a polynomial that supports standard +, standard – and 

generalized product (GP) ⊗ as operators. IBA transformation rules to GBP for both 

complex elements (i.e. logical expression) and primary elements (i.e. attributes) are 

following [23]:  
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Particularly noteworthy is the first IBA transformation rule for attributes (see Eq. 5), 

which guarantees idempotence in the IBA framework [17], i.e. the conjunction of two 

identical attributes is in fact that attribute. On the other hand, the conjunction of different 

attributes is equal to the value of the expression for the selected t-norm. In this way, the 

structure of the expression is placed before the values. 

On the value level, the values of attributes are introduced and the appropriate operator 

for GP is chosen. Although the generalized product can be any t-norm that gives a value 

greater than the Łukasiewicz t-norm and less than the minimum [24], there are clear 

guidelines for using different norms according to attributes nature and/or correlations. If 

the attributes are of the same nature, describe the same phenomenon, or are strongly 

positively correlated, the minimum should be used as the GP for their aggregation. For 

attributes of different nature or uncorrelated variables, the algebraic product should be used 

as the GP [15]. Łukasiewicz t-norm should be applied for negatively correlated variables.  

Logical aggregation, a logic-based aggregation method, stands as the predominantly 

utilized method grounded in IBA. LA consists of two steps: the data normalization; and 

the aggregation of the normalized values into one globally representative value [24]. It is 

a general, transparent procedure that takes into account the logical and statistical 

relationships of the aggregated attributes [17].  

In previous years, LA was primarily used for dealing with multi-attribute decision-

making problems, e.g. for aggregating different quality attributes into a single global 

quality indicator [24]. Further, LA is used in the supplier selection process [14], consensus 

modeling to assess the degree of agreement between experts on a given topic [22], portfolio 



ANĐELIĆ ET AL.                                                                                                                 LOGIC-BASED EVALUATION OF PRODUCTION...  

selection [25], credit scoring [12], etc. 

4. The problem set-up 

In this paper, the evaluation of different priority and dispatching rules is performed in 

regard to the classical job shop problem, which can be described as follows [4, 21, 26]: n 

jobs have to be processed on m machines; Each job consists of several operations which 

have known durations, referred to as a deterministic processing time t; Each job is 

processed on each machine exactly once according to the predefined production sequence; 

Preemption of the jobs is not allowed; Each machine can process at most one job at a time, 

and each job can be processed at most by one machine at a time; The objective is to 

schedule all operations, considering all constraints in a manner that minimizes a certain 

objective function F.  

Although this problem is most commonly observed as the optimization problem solved 

using heuristics and metaheuristics, in this paper we aim to employ the simulation method 

along with logic-based decision making to determine the best scheduling rule. More 

precisely, we employed LA function to evaluate the performance of six different priority 

and dispatching rules given in Table 1. 

Table 1. Explanation of different priority and dispatching rules 

Rule Mark Explanation 

Critical Ratio CR Time remaining to due date divided by total operation time remaining 

Earliest Due Date EDD Operation of a product with an earliest due date is performed first 

First Come First Serve FCFS 
Operation of the product that was defined in the system first is 

performed first 

Longest Processing Time LPT Operation with the longest processing time is performed first 

Shortest Processing Time SPT Operation with the shortest processing time is performed first 

Minimum Slack MS 
Difference between the latest possible finish time and the earliest 

possible finish time in relation to the due date 

 

The evaluation is performed on 30 well-known benchmark scheduling problems 

extended with due dates using a modification of the method proposed by Blackstone et al. 

[5]. The problems vary in size in terms of number of machines and products, e.g. 10 

machines and 10 products; 15 machines and 15 products; 5 machines and 15 products, 

which covers a majority of the most common benchmark problem setups in literature. 

The quality of the schedule is evaluated on the basis of various attributes defined by 

practitioners and academics. In this paper we chose four different most widespread criteria 

functions as input attributes: Total completion time of all jobs (Cmax), Maximum tardiness 

(Tmax), Number of late jobs (ΣUj) and Total Just-in-Time (ΣJIT). A detailed description 

of the inputs is given in Table 2. 

Table 2. Explanation of the input attributes 

Function Mark Explanation 

Cmax c 
Completion time of the last operation on the last job being processed, i.e. the 

completion time of all jobs. 

 Tmax t 
Maximum tardiness. Maximum negative difference between the due date and the 

completion time of a job. 

 ΣUj u Number of late jobs. 

  ΣJIT j Just-in-Time. The sum of total tardiness (ΣTj) and total earliness (ΣEj). 

 

5. Methodology 

The proposed IBA-based approach for this problem consists of six steps showcased in 

Figure 1. 

 



ISD2024 GDAŃSK, POLAND 

 

Fig. 1. The process diagram of the methodology steps 

In the data acquisition through simulation step, 30 different well-known benchmark 

problems [1, 3, 13] were used and the simulation was performed using the LEKIN 

scheduling software [20]. The simulation output crystallizes into a dataset, containing 

values of criteria functions as input attributes, and different priority and dispatching rules 

for each problem as instances.  

In the correlation analysis and data normalization step, the obtained values of the 

criteria functions are tested for correlation to ease the choice for the GP operator in the 

IBA framework. After the correlation analysis, we applied a standard min-max 

normalization in order to scale data to [0,1] interval. The values for minimum and 

maximum are calculated with the respect to the particular problem. 

The verbal model is defined based on the expert knowledge regarding real-world 

situations in production plants. For instance, a production manager might want the 

machines to be available as soon as possible to meet its production targets while 

minimizing the maximum penalties for job lateness. However, management might also 

decide to accept a longer production schedule if it means that fewer jobs are late and the 

end times of these jobs are close to their due dates, ensuring cost minimization through 

lower holding costs and lower lateness penalties. More formally, if Total completion time 

of all jobs is not long, we are interested only in Maximum tardiness. On the other hand, if 

Total completion time of all jobs is long, it may be compensated with a small Number of 

late jobs and Total Just-in-Time.  

This verbal model is transformed into a LA function as: 

 
  ( ) ( )                                                                          (8)LA c t c u j=       
 

According to the IBA transformation rules [24] along with expression simplification, 

LA function is mapped into a GBP. Considering that in the IBA framework  𝑎⊗𝑎 = 𝑎 

according to (Eq. 5), and consequently  𝑎⊗(1 − 𝑎) = 0 (law of excluded middle), the 

transformation is conducted as follows: 
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The LA model described above represents the basis for all further evaluation of 

different priority and dispatching rules, i.e. the data aggregation and rank calculation. 

All statistical analysis is performed using the IBM SPSS software and R programming 

language, while the IBA expression transformation is conducted using 

jFuzzyIBATranslator [16]. 

 

6. Results and discussion 

The next step in this study is correlation analysis of input attributes to justify the choice of 

operator for GP in LA model. Based on the Kolmogorov-Smirnov test, it is concluded that 

the values for all criteria functions are not normally distributed (p<0.001). For this reason, 

Spearman’s correlation coefficient is used to calculate correlations between the evaluated 

attributes. The results are shown in Table 3.  

Table 3. Correlations between input attributes 

Spearman's rho correlation coefficient 

 Cmax Tmax ΣUj ΣJIT 

Cmax 1.000 0.059 -0.167* 0.239** 

Tmax 0.059 1.000 0.228** 0.685** 

ΣUj -0.167* 0.228** 1.000 0.108 

ΣJIT 0.239** 0.685** 0.108 1.000 

*. Correlation is significant at the 0.05 level (2-tailed). 

**. Correlation is significant at the 0.01 level (2-tailed). 

 

Bearing in mind that in the IBA frame correlation coefficient may be interpreted as a 

similarity of inputs’ nature, there is a single strong correlation that suggests a solid 

relationship between criteria Tmax and ΣJIT. In all other cases correlations emerge with 

diminished intensity, occasionally resulting in statistical insignificance. Therefore, the GP 

operator between all inputs should be standard product, with an exception of input Tmax 

and ΣJIT where minimum should be used. Given that, the final form of LA model is 

following: 

 
1 (13)LA t c t c u c j c u j= − +  −  −  +    

 

According to the obtained LA model, rankings of all priority and dispatching rules are 

calculated for each of the 30 job shop problems. The descriptive statistics of rules’ rankings 

are shown in Table 4. 

Table 4. Descriptive statistics of priority and dispatching rules rankings 

          percentile 

Rule Mean rank 
Std. dev.  

of ranks 

Best rank 

(min) 

Worst rank 

(max) 
75th 50th 25th 

CR 3.53 1.634 1 6 2.00 4.00 5.00 

EDD 3.13 1.697 1 6 2.00 3.00 5.00 

FCFS 3.47 1.432 1 6 2.00 4.00 4.00 

LPT 4.77 1.135 2 6 4.00 5.00 6.00 

MS 1.97 1.273 1 6 1.00 1.00 3.00 

SPT 4.03 1.650 1 6 2.75 4.00 6.00 

 

Based on the descriptive statistics, the MS rule clearly stands out as the best in general 

case, as it is the only rule that has a mean rank of less than 2. Also, in more than 50% of 

the observed scheduling problem it is ranked as the best alternative. On the other hand, the 

LPT rule is the only rule with a mean rank close to 5, and the only rule that hasn’t been 

ranked first in any of the tested instances, making it the worst performing rule. According 
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to Table 3, other observed rules (CR, EDD, FCFS and SPT) have shown similar 

performance on chosen dataset. 

To gain further insight into the performance of these priority and dispatching rules, the 

frequencies of the rankings based on LA model for all evaluated rules are presented in 

Table 5. 

Table 5. Frequencies of rankings of priority and dispatching rules 

CR EDD 

Rank Frequency Percent Rank Frequency Percent 

1 4 13.3 1 6 20.0 

2 7 23.3 2 7 23.3 

3 2 6.7 3 6 20.0 

4 5 16.7 4 2 6.7 

5 10 33.3 5 6 20,0 

6 2 6.7 6 3 10,0 

FCFS LPT 

Rank Frequency Percent Rank Frequency Percent 

1 3 10.0 1 0 0 

2 5 16.7 2 1 3.3 

3 6 20.0 3 3 10.0 

4 10 33.3 4 8 26.7 

5 3 10.0 5 8 26.7 

6 3 10.0 6 10 33.3 

MS SPT 

Rank Frequency Percent Rank Frequency Percent 

1 16 53.3 1 1 3.3 

2 4 13.3 2 6 20.0 

3 7 23.3 3 6 20.0 

4 2 6.7 4 4 13.3 

5 0 0.0 5 4 13.3 

6 1 3.3 6 9 30.0 

 

To test whether there are statistically significant differences between the rankings of 

different priority and dispatching rules, the Friedman test is used. This non-parametric test 

is used to test for differences in ordinal data when it is not possible to use ANOVA, e.g. 

when the normality assumption is violated. The results of the Friedman test show that there 

are statistically significant differences in the ranking of the different priority and 

dispatching rules (p<0.001). 

A post-hoc analysis to test among which specific priority and dispatching rules the 

differences in rankings exist is performed via the Nemenyi test [18], the results of which 

are shown in Table 6. 

Table 6. p-values for differences between different priority and dispatching rules 

  CR EDD FCFS LPT MS 

EDD 0.947 - - - - 

FCFS 1.000 0.974 - - - 

LPT 0.092 0.006 0.064 - - 

MS 0.007 0.100 0.011 0.000 - 

SPT 0.987 0.630 0.969 0.362 0.001 

 

Some valuable conclusions can be drawn from analysing the frequency distributions of 

rankings of evaluated priority and dispatching rules. First, the MS dispatching rule appears 

to be the best, ranking first in 53.3 percent of cases and in the top 3 in 90 percent of cases. 

Another rule that stands out is the EDD rule, which ranks first in 20 percent of cases and 

in the top 3 in 63.3 percent of cases. No other rule is in the top 3 in more than 50 percent 

of cases. The SPT and LPT priority rules, on the other hand, appear to perform the worst, 

as both are in last place in more than 30 percent of cases. The CR and FCFS rules seem to 
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be somewhat in between, as they are most often ranked in the 2-5 range. 

On one hand, the Friedman test has shown that there is a statistically significant 

difference in the ranking of the evaluated priority and dispatching rules. On the other hand, 

a post hoc analysis shows that there is a statistically significant difference between the MS 

rule and all others except the EDD rule. This is somewhat unexpected due to the large 

difference in mean ranks between the two rules, but makes sense given that these were the 

two best performing rules based on the frequency distribution. The only other statistically 

significant difference in ranks occurred between the EDD and LPT rule, with all other 

relationships being statistically insignificant.  

This type of insight can be very valuable to shop floor managers when there is not 

enough time to perform multiple simulations to determine which rule is best for specific 

production needs. In such cases, a recommendation can be made for a dispatching or a 

priority rule that is most likely to lead to a good production schedule. In this instance, a 

recommendation can be made that the rule to be used should the MS rule, while the solid 

second choice is the EDD rule. 

 

7. Conclusion 

In this paper, six different priority and dispatching rules were evaluated based on 30 

classical job shop benchmark problems, with the aim of proposing the best performing rule 

with respect to the specific multi-attribute objective of the production plant. For this 

purpose, a logical aggregation approach based on IBA was used, taking into account four 

different criteria functions commonly used to evaluate the quality of production schedules 

as input attributes. Based on the assessed ranks of priority and dispatching rules, faster 

generation of good production schedules is enabled. In this particular case, MS rule prove 

to be the most efficient one, while EDD rule was the clear second-best choice. The obtained 

results may facilitate scheduling problem, i.e. only a few priority and dispatching rules 

should be taken into account when dealing with an unfamiliar real-world scheduling 

problem. 

One of the limitations of this study is the number of scheduling rules that are evaluated, 

since numerous different approaches in literature and practice that are not taken into 

account. A second limitation of this study is that all rules were evaluated based on the 

classic job shop problem representation extended by due dates. However, in manufacturing 

plants there are often other types of production flows, ranging from the possibility of 

having multiple machines of the same type. It is an open question whether the same rules 

would also perform well for these types of production setups. These issues will be 

examined in further research. 
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