## Model Validation Assignment

Needed libraries

tidyverse.quiet = TRUE  
library(tidyverse)  
library(caret)  
library(MASS)  
library(ggcorrplot)

Reading Data

bike <- read.csv("hour.csv")  
bike = bike %>% drop\_na() #delete any row with an NA value

bike = bike %>% mutate(season = as\_factor(as.character(season))) %>%  
mutate(season = fct\_recode(season,  
"Spring" = "1",  
"Summer" = "2",  
"Fall" = "3",  
"Winter" = "4"))

bike = bike %>% mutate(yr = as\_factor(yr)) %>% mutate(mnth = as\_factor(mnth)) %>%  
 mutate(hr = as\_factor(hr))   
  
bike = bike %>% mutate(holiday = as\_factor(holiday)) %>%  
mutate(holiday = fct\_recode(holiday,  
"NotHoliday" = "0",  
"Holiday" = "1"))  
  
bike = bike %>% mutate(workingday = as\_factor(workingday)) %>%  
mutate(workingday = fct\_recode(workingday,  
"NotWorkingDay" = "0",  
"WorkingDay" = "1"))  
  
bike = bike %>% mutate(weathersit = as\_factor(weathersit)) %>%  
mutate(weathersit = fct\_recode(weathersit,  
"NoPrecip" = "1",  
"Misty" = "2",  
"LightPrecip" = "3",  
"HeavyPrecip" = "4"))  
  
bike = bike %>% mutate(weekday = as\_factor(weekday)) %>%  
mutate(weekday = fct\_recode(weekday,  
"Sunday" = "0",   
"Monday" = "1",  
"Tuesday" = "2",  
"Wednesday" = "3",  
"Thursday" = "4",  
"Friday" = "5",  
"Saturday" = "6"))

bike2 <- bike %>% dplyr::select(-c(instant, dteday, registered, casual, yr, workingday, atemp, hum, windspeed))

Split the data (training and testing)

set.seed(1234)  
train.rows = createDataPartition(y = bike2$count, p=0.7, list = FALSE) #70% in training  
train = slice(bike2,train.rows)   
test = slice(bike2,-train.rows)

We have 12167 rows in the training set and 5212 rows in the test set.

Model with multiple variables.

#create linear regression model  
mod\_train = lm(count ~ season + mnth + hr + holiday + weekday + holiday + temp + weathersit, data = train)   
summary(mod\_train) #examine the model

##   
## Call:  
## lm(formula = count ~ season + mnth + hr + holiday + weekday +   
## holiday + temp + weathersit, data = train)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -419.31 -61.93 -9.98 52.57 504.24   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) -95.3295 6.8961 -13.824 < 2e-16 \*\*\*  
## seasonSummer 28.8486 6.4074 4.502 6.78e-06 \*\*\*  
## seasonFall 19.7865 7.6029 2.602 0.009266 \*\*   
## seasonWinter 62.0339 6.4333 9.643 < 2e-16 \*\*\*  
## mnth2 -0.8013 5.1396 -0.156 0.876114   
## mnth3 2.5584 5.7973 0.441 0.659003   
## mnth4 -1.2250 8.6334 -0.142 0.887166   
## mnth5 -1.5879 9.2279 -0.172 0.863382   
## mnth6 -15.3992 9.4846 -1.624 0.104485   
## mnth7 -38.8277 10.6085 -3.660 0.000253 \*\*\*  
## mnth8 -16.8557 10.3542 -1.628 0.103569   
## mnth9 5.4060 9.2152 0.587 0.557459   
## mnth10 -2.7341 8.5079 -0.321 0.747943   
## mnth11 -12.8043 8.2169 -1.558 0.119193   
## mnth12 -15.3615 6.5409 -2.349 0.018864 \*   
## hr1 -19.7855 6.9722 -2.838 0.004550 \*\*   
## hr2 -28.2440 6.9696 -4.052 5.10e-05 \*\*\*  
## hr3 -40.3146 7.0910 -5.685 1.34e-08 \*\*\*  
## hr4 -40.5469 7.0249 -5.772 8.03e-09 \*\*\*  
## hr5 -26.7454 6.9592 -3.843 0.000122 \*\*\*  
## hr6 32.8518 7.0435 4.664 3.13e-06 \*\*\*  
## hr7 161.3872 6.9925 23.080 < 2e-16 \*\*\*  
## hr8 312.2263 6.9502 44.923 < 2e-16 \*\*\*  
## hr9 164.2556 7.0163 23.411 < 2e-16 \*\*\*  
## hr10 107.1856 6.9552 15.411 < 2e-16 \*\*\*  
## hr11 139.6256 7.0057 19.930 < 2e-16 \*\*\*  
## hr12 179.7448 6.9778 25.760 < 2e-16 \*\*\*  
## hr13 178.6812 7.0201 25.453 < 2e-16 \*\*\*  
## hr14 156.2811 7.0628 22.127 < 2e-16 \*\*\*  
## hr15 168.7543 7.0939 23.788 < 2e-16 \*\*\*  
## hr16 228.1106 7.0881 32.182 < 2e-16 \*\*\*  
## hr17 377.6085 7.0185 53.802 < 2e-16 \*\*\*  
## hr18 347.7287 6.9806 49.813 < 2e-16 \*\*\*  
## hr19 238.7339 7.0128 34.043 < 2e-16 \*\*\*  
## hr20 159.7394 7.0231 22.745 < 2e-16 \*\*\*  
## hr21 108.1070 6.9494 15.556 < 2e-16 \*\*\*  
## hr22 72.3808 6.9874 10.359 < 2e-16 \*\*\*  
## hr23 32.5734 6.9996 4.654 3.30e-06 \*\*\*  
## holidayHoliday -29.0249 6.4088 -4.529 5.98e-06 \*\*\*  
## weekdayMonday 7.5047 3.8928 1.928 0.053894 .   
## weekdayTuesday 6.7559 3.8314 1.763 0.077878 .   
## weekdayWednesday 10.7642 3.7993 2.833 0.004617 \*\*   
## weekdayThursday 12.3082 3.8052 3.235 0.001221 \*\*   
## weekdayFriday 15.3600 3.7730 4.071 4.71e-05 \*\*\*  
## weekdaySaturday 14.0349 3.7638 3.729 0.000193 \*\*\*  
## temp 288.1743 12.1860 23.648 < 2e-16 \*\*\*  
## weathersitMisty -19.6696 2.3717 -8.293 < 2e-16 \*\*\*  
## weathersitLightPrecip -94.1331 3.8166 -24.664 < 2e-16 \*\*\*  
## weathersitHeavyPrecip -80.2490 64.7672 -1.239 0.215356   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 111.9 on 12118 degrees of freedom  
## Multiple R-squared: 0.6217, Adjusted R-squared: 0.6202   
## F-statistic: 414.8 on 48 and 12118 DF, p-value: < 2.2e-16

All the variables used in the regression model has atleast one factor that is significant. The R-Squared value at .6202 is good. The residuals based on the minimum and maximum seem spread out.

predict\_train = predict(mod\_train, newdata = train, interval = "predict", type = "response")  
  
head(predict\_train)

## fit lwr upr  
## 1 -37.68169 -257.3449 181.9815  
## 2 -46.14026 -265.8041 173.5236  
## 3 -52.44730 -272.1354 167.2408  
## 4 -52.67962 -272.3518 166.9925  
## 5 -58.54772 -278.2314 161.1359  
## 6 14.95557 -204.7171 234.6282

summary(predict\_train)

## fit lwr upr   
## Min. :-183.90 Min. :-403.67 Min. : 35.87   
## 1st Qu.: 75.04 1st Qu.:-144.72 1st Qu.:294.74   
## Median : 188.25 Median : -31.42 Median :407.95   
## Mean : 189.33 Mean : -30.40 Mean :409.06   
## 3rd Qu.: 289.19 3rd Qu.: 69.33 3rd Qu.:508.92   
## Max. : 584.44 Max. : 364.57 Max. :804.31

temp\_var = predict(mod\_train, interval = "prediction")

## Warning in predict.lm(mod\_train, interval = "prediction"): predictions on current data refer to \_future\_ responses

train\_df = cbind(train, temp\_var)  
  
ggplot(train\_df, aes(x = fit)) +   
 geom\_histogram() +  
 theme\_bw()

## `stat\_bin()` using `bins = 30`. Pick better value with `binwidth`.
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The predictions have negative values. The histogram of the predictions on the training set is normal, hence reasonable.

predict\_test = predict(mod\_train, newdata = test, interval = "predict", type = "response")  
  
head(predict\_test)

## fit lwr upr  
## 1 -12.13272 -231.79110 207.5257  
## 2 137.72755 -81.94175 357.3968  
## 3 174.04493 -45.67523 393.7651  
## 4 17.56108 -202.19963 237.3218  
## 5 -22.20993 -241.96034 197.5405  
## 6 168.48847 -51.19453 388.1715

summary(predict\_test)

## fit lwr upr   
## Min. :-187.00 Min. :-406.80 Min. : 32.81   
## 1st Qu.: 78.66 1st Qu.:-141.01 1st Qu.:298.36   
## Median : 188.34 Median : -31.41 Median :408.07   
## Mean : 189.41 Mean : -30.31 Mean :409.13   
## 3rd Qu.: 288.72 3rd Qu.: 69.01 3rd Qu.:508.43   
## Max. : 567.39 Max. : 347.64 Max. :787.14

temp\_var2 = predict(mod\_train, newdata = test, interval = "prediction")  
test\_df = cbind(test, temp\_var2)  
  
  
ggplot(test\_df, aes(x = fit)) +   
 geom\_histogram() +  
 theme\_bw()

## `stat\_bin()` using `bins = 30`. Pick better value with `binwidth`.

![](data:image/png;base64,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) The predictions have more positive values as it should be. The histogram of the predictions on the test set is normal and very similar to the one based on training set, hence reasonable.

Now we can manually calculate the R squared value.

SSE = sum((test$count - predict\_test)^2) #sum of squared residuals from model  
SST = sum((test$count - mean(test$count))^2) #sum of squared residuals from a "naive" model  
1 - SSE/SST #definition of R squared

## [1] -3.058344

The R squared value of 0.6202 on the training set is close enough to the manually calculated R squared value of 0.6289 on the test set.

K-fold cross-validation; splits the data into n sets of equal rows(ex. say 5), then it uses n-1 sets for training and the one set left out as test, this is repeated until each set is used as a test set. Training/split uses all data similar to k-fold, but once based on the split defined by the model 70/30 percent split for example.