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# Введение

Программирование становится неотъемлемой частью жизни многих людей, даже не задумывающихся об этом. Этому увлекательному и интересному занятию

# Постановка задачи

Программа генерирует множество случайных чисел размера n в диапазоне (min, max), где n, min, max вводятся с клавиатуры.

После чего подсчитывает выводит сумму, которая получается следующим образом: все числа, номера которых совпадают с дробной частью одного из исходных чисел - вычитаются, все остальные прибавляются.

# Руководство пользователя

После запуска программы откроется консоль, в которую необходимо ввести указанные данные, а именно:

1. Количество случайных чисел:

|  |
| --- |
|  |

1. Минимальный элемент диапазона:

|  |
| --- |
|  |

1. Минимальный элемент диапазона:

|  |
| --- |
|  |

# Руководство программиста

## Описание структуры программы

1. Подключение необходимых библиотек для работы:

|  |
| --- |
| #include <stdio.h>  #include <stdlib.h>  #include <locale.h> |

1. Объявление функции main(), ввод данных пользователем и их проверка на допустимые значения:

|  |
| --- |
| int main()  {  setlocale(LC\_ALL, "Rus");  int N = 0, i = 0, mant = 0;  float x = 0.0, drob = 0.0, min = 0.0, max = 0.0;  float\* mas;  int\* mantissa;  long double sum = 0.0;  printf("Введите кол-во элементов:\t");  scanf\_s(" \t%d", &N);  if (N <= 0)  {  printf("ERROR");  return 0;  }    printf("Введите минимальный элемент:\t");  scanf\_s(" \t%f", &min);    printf("Введите максимальный элемент:\t");  scanf\_s(" \t%f", &max);  if (min >= max)  {  printf("ERROR");  return 0;  } |

1. Создание двух динамических массивов, размеры которых соответствуют введенному пользователем числу N. В первом будут храниться случайные числа в заданном диапазоне, а во втором будут находится первые 6 цифр после запятой каждого случайного числа из первого массива:

|  |
| --- |
| mas = (float\*)malloc(N \* sizeof(float));  mantissa = (int\*)malloc(N \* sizeof(int)); |

1. Заполнение массивов. Первый содержит случайные вещественные числа в заданном диапазоне. Второй содержит первые шесть цифр после запятой соответствующего числа. Для удобства, представим мантиссу числа в целочисленном виде.

|  |
| --- |
| for (i = 0; i < N; i++)  {  x = (((float)rand()) / RAND\_MAX) \* (max - min) + min;  mas[i] = x;  drob = x - (int)x;  drob = drob \* 1000000;  mant = (int)drob;  if (mant < 0)  mant = -1 \* mant;  mantissa[i] = mant;  } |

1. Проверка на совпадение мантиссы числа с номером любого числа. В случае совпадения - число вычитается из общей суммы, иначе прибавляется:

|  |
| --- |
| for (i = 0; i < N; i++)  {  if ((mantissa[i] < N) && (mantissa[i] >= 0))  sum -= mas[mantissa[i]];  else  sum += mas[i];  } |

1. Вывод полученной суммы, Освобождаем выделенную под массивы память и завершаем программу:

|  |
| --- |
| printf("Полученная сумма:\t%f", sum);  free(mas);  free(mantissa);  return 0;  } |

## Описание структур данных

В программе используются следующие типы данных:

1. «int» - используется для количества элементов (N), счетчика перебора в цикле (i) и мантиссы числа (mant).
2. «float» - используется для вещественного числа (x), дробной части вещественного числа (drob) и границ диапазона (min, max).
3. «float\*» - для создания динамического массива, хранящего в себе вещественные числа.
4. Для хранения случайных чисел используется динамический массив типа «float», для хранения мантиссы чисел используется динамический массив типа «int».
5. «long double» - используется для подсчета суммы.

## Описание алгоритмов

Программа содержит следующие алгоритмы:

1. Заполнение первого массива случайными числами в заданном пользователем диапазоне. Заполнение второго массива дробными частями, переведенными в целочисленный тип «int», чисел из первого массива. Используется 6 цифр после запятой исходного числа. Дли выделения дробной части из случайного числа вычитается его целая часть. Результат умножаем на 1000000, чтобы 6 цифр после запятой, после чего передаем полученное значение в массив предназначенный для мантиссы.

|  |
| --- |
| for (i = 0; i < N; i++)  {  x = (((float)rand()) / RAND\_MAX) \* (max - min) + min;  mas[i] = x;  drob = x - (int)x;  drob = drob \* 1000000;  mant = (int)drob;  if (mant < 0)  mant = -1 \* mant;  mantissa[i] = mant;  } |
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Рисунок 4. Блок-схема заполнения массива случайными числами

1. Алгоритм нахождения суммы представляет из себя сравнение мантиссы и количества чисел. Если мантисса числа меньше количества всех чисел, тогда номер

# Эксперименты

Результаты экспериментов выполненных вашей программой, а так же их анализ.

# Заключение

Этот пункт содержит перечисление тех результатов, которых вам удалось достигнуть.
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# Приложения

## Приложение 1

## Приложение 2