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# **Business Statement**

Due to the COVID-19 pandemic, many schools around the globe have been closed and have adapted online learning platforms. With school closures around 188 countries, about 1 billion students are at a risk of failing because they couldn’t cope up with the new advancements and school closures due to the spread of COVID-19. Children in poorer houses may not have the resources such as proper internet, personal computers, TV or even radio, which have made them lag in terms of studies. Some of the key points to be noted:

* About 31%(463 million) children do not have internet or broadcast services.
* With the use of television, we could reach to about 62% students globally.
* 16% students can be reached by using radio-based systems worldwide.

Considering all this data, there should be a common platform for remote education in order to reach *all* children.

# **Rationale Statement**

The objective of this project is to classify each student into different categories according to their family income, household condition, access to computer or internet, and therefore build a common platform that is accessible to all children. The vision is to provide education to every student in all the parts of the world.

The techniques that will be used in developing such a system are clustering, k-means classification, multiclass logistic regression and much more.

# **Problem Statement**

The problem is to analyze different algorithms such as clustering or logistic regression in order to predict the best solution, therefore the to evaluate these algorithms there are many metrics available for e.g. Davies-Bouldin Index, Dunn Index for clustering and ROC curves, Confusion Matrix for logistic regression.

The problem is split into two parts- first to identify best algorithm to classify all students into their respective category and second to understand and find out the best solution for online education.

# **Data Requirements**

Since we are using classification algorithms, we need to explore huge datasets that have both numerical and categorical data.

We want a data that contains children from different countries and when their schools were closed, family income, household condition etc. Additionally, we need the data that contains the broadcast services that available to children in different countries. To achieve a high accuracy model, we need to extract features from the input data.

***Constraints/Limitations***

* Numerical data contains many outliers that can produce inaccurate results if not properly managed.
* Scaling with number of dimensions. With the increase in number of dimensions, a distance-based similarity converges to a constant value. Dimensionality can be reduced using PCA.
* The limitation of Logistic Regression is the assumption of linearity between the dependent and independent variables.
* Logistic Regression requires average or no multicollinearity between independent variables.
* Another limitation in machine learning algorithms is overfitting and underfitting.

***Assumptions***

Logistic Regression:

* There’s is no need for a linear relationship between the independent and dependent variables.
* There is no need for residuals to be normal.
* There is no need to meet the homoskedasticity assumption.

# **Data Sources**

1. This dataset contains the countries where schools have been closed and the date they were closed. It contains columns like CountryCode, CountryName, IfClosedWhen, IncomeLevel, Enrolment of senior secondary, primary children. <https://www.worldbank.org/en/data/interactive/2020/03/24/world-bank-education-and-covid-19>
   1. country\_code : string
   2. short\_name: string
   3. currency\_unit: euro
   4. region: string
   5. income group: string
2. This dataset shows the number of fixed telephones, fixed broadband, mobile cellular subscriptions per 100 people over 264 countries between 1960 and 2015. <https://www.kaggle.com/taniaj/world-telecommunications-data>

# **Test Process to guarantee the quality of the work**

## **Clustering**

The following are evaluation metrics for clustering algorithms:

1. Clustering Tendency- Using Hopkins test, a statistical test for spatial randomness of a variable can be used to measure the probability of data points.
2. Number of Clusters- Getting the optimal number of clusters is extremely important in the analysis. If K is too high or low, the algorithm can produce inaccurate results.
3. Clustering Quality- Ideal clustering is characterized by the distance between each cluster and the distance between each data point amongst themselves.
   1. Extrinsic Measures require ground truth labels such as Adjusted Rand Index, Fowlkes-Mallows scores.
   2. Intrinsic Measures do not require ground truth labels such as Silhouette Coefficient, Calinski-Harabasz Index, Davies-Bouldin Index etc.

## **Logistic Regression**

1. Confusion Metrics: a tabular representation of Actual vs Predicted values to find the accuracy of the model.
   1. True Positives (Predicted 1 & Actual 1)
   2. True Negatives (Predicted 0 & Actual 0)
   3. False Positives (Predicted 1 & Actual 0)
   4. False Negatives (Predicted 0 & Actual 1)
2. ROC curve: it’s called Receiver Operating Characteristic Curve. The Area Under Curve(AUC) of the ROC provides an overall measure of the fit of the model.
   1. It shows the increase of sensitivity will be accompanies by a decrease in specificity.
   2. The closer the under comes to the 45-degree diagonal of the ROC space, the less accurate the test.
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