Equivalence of pyrheliometric and monochromatic
aerosol optical depths at a single key wavelength

Benoit Molineaux, Pierre Ineichen, and Norm O’Neill

The atmospheric aerosol optical depth (AOD) weighted over the solar spectrum is equal to the mono-
chromatic AOD at a certain wavelength. This key wavelength is ~0.7 wm, which is only slightly
influenced by air mass and aerosol content. On the basis of this result, simple relations are proposed to
predict monochromatic AOD from pyrheliometric data and vice versa. The accuracy achieved is close to
*0.01 units of AOD at ~0.7 pm, estimated from simultaneous sunphotometer data. The precision
required for the estimation of the precipitable water-vapor content is approximately 0.5 cm. © 1998
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1. Introduction

Aerosol optical depth (AOD) is usually estimated af-
ter subtraction of Rayleigh and gaseous optical
depths from sunphotometer extinction measure-
ments across a few narrow-wavelength bands.! The
realization that aerosols of anthropogenic origin may
be significantly modifying the Earth’s radiation bud-
get? has led to the development of sophisticated in-
struments and methods for the measurement of
aerosol optical properties.? The effect of aerosols on
the optical properties of the atmosphere can also be
evaluated from readily available pyrheliometric
data.4-® For over a century” a valuable application
in this context has been to trace the impact of major
volcanic eruptions in both hemispheres.

There is, however, an essential problem when one
tries to interpret pyrheliometric data. This is the
fact that the relation of AOD versus wavelength de-
pends on particle size distribution (PSD) and refrac-
tive index, which can be highly variable in space and
time. Therefore relating pyrheliometric AOD to the
monochromatic AOD at any particular wavelength
seems uncertain. The easiest way to circumvent
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this problem is to assume that the relation of AOD
versus wavelength is known beforehand and remains
invariable.8? Also seen in the literature? is the em-
pirical finding that the pyrheliometric AOD is simply
equal to the monochromatic AOD at 0.55 pm, multi-
plied by a certain constant. This constant is, how-
ever, dependent on the optical characteristics of the
atmospheric aerosol and takes a value of 1-1.7, ac-
cording to different authors (Ref. 7 and references
therein).

In this paper we tackle the question of relating
monochromatic to pyrheliometric AOD, by consider-
ing that the heart of the problem lies in finding the
wavelength at which both AOD’s are equal.
Blanchet!? noticed that this wavelength was ~0.7 pm
for several different aerosol models. Our results
generally agree with this, showing that this key
wavelength, in fact, increases slowly and linearly
with both air mass and aerosol loading. An analyt-
ical description of this result is presented in Section
2, which is well validated with simulated data in
Section 3. Simple relations are proposed in order to
derive monochromatic AOD from pyrheliometric
data, for which an estimation of errors is presented in
Section 4. Section 6 presents an experimental vali-
dation of the proposed relations, based on the
9-month data set described in Section 5, which com-
prises simultaneous pyrheliometer and sunphotom-
eter measurements.

2. Theoretical Background

The stepping stone from which panchromatic (pan-
chromatic refers here to the range 0.3—-4 pum, such as
measured by a pyrheliometer and encompassing over



99% of solar irradiance) and monochromatic optical
depths are defined is Bouguer’s law of exponential
attenuation:

Ix = IO)\ eXp(_mRBCDA)\ - mwaw)\ - maaah)a (1)

where I, and I, are the attenuated and extraterres-
trial direct solar irradiances at wavelength \ in watts
times inverse meters squared times inverse microme-
ters, mg, m,,, and m,, are the optical masses (ratio of
slant path to vertical path through the atmosphere);
and d¢pa, 9,0, and §,, are the monochromatic optical
depths for a vertical atmospheric column. The sub-
scripts R, w, a, and CDA represent Rayleigh scatter-
ing, water-vapor absorption, aerosol extinction, and
clean dry atmosphere extinction. A CDA represents
a fictitious atmosphere that comprises only the ef-
fects of Rayleigh scattering and absorption by the
atmospheric gases other than water vapor. Strato-
spheric ozone contributes to <10% of Acp,, and sea-
sonal variations of typically +0.1 atm cm were found
to entail variations =1% on Agp,, which was deemed
negligible in the present application. This weak
contribution eases the requirements on the optical
modeling of stratospheric ozone and helps to justify
its inclusion in Agp,, despite the fact that the wave-
length dependence of ozone extinction and its vertical
distribution in the atmosphere differ from that of
tropospheric gases (also see Section 3).

The same form of equation can be adopted for the
atmospheric attenuation of panchromatic direct solar
irradiance:

I=1, exp(—mglAcpa — mely, — mgA,), (2)

where the optical depths are the panchromatic ana-
logs of the terms in Eq. (1), I is the direct solar irra-
diance measured with a standard pyrheliometer in
watts times inverse meters squared, and we have
approximated m, and m,, by the value of mp at sea
level. Considering the other approximations inher-
ent to Eq. (2) and the fact that we have restricted our
analysis to the range 1 < mp < 6, this is a negligible
source of errors in the present application (see Ref. 11
for a discussion of the errors resulting from this ap-
proximation on the optical masses).

Equation (2) is, however, a lot less straightforward
than Eq. (1), because the panchromatic optical depths
Agpa, A, and A, are all dependent on air mass and,
to a small extent, on each other as well. Indeed, for
Eq. (2) to be compatible with Eq. (1), we must set, as
in Refs. 12 and 13,

exp[~mg(Acpa + Ay + Ad)]

J Iy expl—mz(Bopay + dun + de)JAN

0
f Ig)\d)\

0
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We can also define the aerosol-free components as in
Ref. 12:

exp[—mp(Acpa T Ay)]

f Iy, exp[ —mp(dcpar + S0 JdA
0
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4)

where the numerator is the attenuated direct solar
irradiance as measured by a standard pyrheliometer
and the denominator is the panchromatic solar irra-
diance that would be measured if the atmosphere
were free of all aerosol attenuation.

The relations between monochromatic and pan-
chromatic aerosol optical depths (3,, and A,, respec-
tively,) can be found through the study of the relation
between 3,, and wavelength, which depends on the
PSD. The PSD can be described as

n(r) = aN/ar = Nf(r), 5)

where n(r) is the number of particles with a radius
between r and r + dr per unit volume per unit radius
increment, N is the total number of particles per unit
volume, and f(r) is the relative size distribution nor-
malized to unity, such that [§ f(r)dr = 1. Many
different size distributions have been used to charac-
terize aerosol polydispersions. Of special interest in
the present context is Junge’s power law!4:

n(r) = Cr o1, (6)

where v is sometimes called Junge’s size parameter
and C is a constant that is proportional to N. This
law is usually valid within a certain radius range
[outside of which n(r) = 0], such that N is a finite
number given by N = [ n(r)dr = (C/v)(ry™" — ry ).

The log-normal size distribution (LND) is also often
used for tropospheric aerosol models?56 and is writ-
ten as

f(r)= 1 eXp[— %[ln(r/rn)} } , (D

o lnor Ino

where r, is the mode radius and o is related to the
standard deviation of the corresponding normal dis-
tribution.

We can relate the particulate volume extinction
coefficient at altitude z and wavelength \ to the PSD
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by summing all contributions from elemental scatter-
ers of size 7, number density N(2)f(r, z)dr, and scat-
tering cross section Q.

Yo(X, 2) = nN(2) f ) r’Qu(x, m)f(r,2)dr,  (8)

0

where Q... is the dimensionless Mie extinction effi-
ciency, x is the Mie size parameter (x = 27r/\), m is
the particulate (complex) index of refraction at wave-
length \, (>, 2) is the relative size distribution at
altitude z, and N(z) is the particle number density at
altitude z. 'The dimensionless AOD integrated over
the entire atmospheric layer can then be written as

8‘1()\) = fx ,Ya(}\, Z)dz = WNcoI jw erext(xs n'i)]_f(r)dr,
o 0
9)

where N, = [§ N(z)dz is the number of particles in
a vertical column of unit cross section, /() = (1/N,y)
Jo N(2) f(r, z)dz is an average relative size distribu-
tion weighted over the entire vertical column, and m
is a representative refractive index for the total aero-
sol loading and wavelength \. If the PSD follows a
Junge power law, we can easily obtain the following
relation by incorporating the limits ; and r, and by
substituting x = 2mr/\ into Eq. (9)17:

A —v2 2mra/\
3, \) = wC(——-) f x71Quu(x, m)dx.  (10)
2

2ary /N

If the size distribution of Eq. (6) is valid over the
range of radius 0-«, and the refractive index is
assumed to be independent of wavelength, then we
can write 8,(N) = 8,(\o)(\/\g) "2, which is of ex-
actly the same form as Angstrom’s widely used ex-
pressionis:

Ba(\) = BN, (11)

where § is the equivalent AOD at \q = 1 wm and the
wavelength exponent a« = v — 2. Tomasi et gl.1°
have suggested that the hypothesis made on both the
radius range and the refractive index are unrealistic
and that actual atmospheric aerosols may lead to
results quite different from Eq. (11). A more flexible
approximation is to allow o and B to vary somewhat
over the solar spectrum such that Eq. (11) is valid for
any size distribution.® This approach (i.e., that of a
spectrally local Angstrém relation) was used in the
present study to estimate the AOD at ~0.7 pm from
sunphotometer measurements at 0.673 and (.869
pm.

7010 APPLIED OPTICS / Vol. 37, No. 30 / 20 October 1998

If the log-normal function is used instead of the
power law, Eq. (9) can be written as

2
Ty Ncol

xn
2nlno
1{Inx,\*] (=
X exp| = 5| XQexs
2\Ino o
< 1/In x\? N
exp| — =
P 2\Ino
where the wavelength dependence (which is included
in the term x, = 27, /\) cannot easily be separated

from the integral as in Eq. (10). From simulated
data and from Eq. (12), we found

u+y\/\y)
N +2°

-2

8,(\) =

InxInx,

In® o

}dx, (12)

B,(\) = (13)

where \ is in micrometers and \; = 1 um has been
added such that the coefficients s, ¢, u, and y are
dimensionless constants for a given aerosol model.
These were derived from fits to Mie simulations for
several widely used aerosol models (see Table 1 and
Fig. 1 for a few examples). The functional form of
Eq. (13) was chosen because it supports all the aero-
sol models we tested and remains compatible with
Angstrom’s widely used Eq. (11), if ¢ and y tend to-
ward zero, as occurs for small particle distributions
such as the soot component of Table 1. For all aero-
sol models considered here, the standard error for the
estimate of 3,(\) is less than 1% of its Mie value at 0.7
pm and the correlation coefficient R? is always >0.99
over the range 0.3 < A\ < 3 pm.

If the particle radii are small and the wavelength is
sufficiently large, the second term in the numerator
disappears and the AOD decreases monotonically
with wavelength. This is due to the fact that the
Mie efficiency factor @, decreases rapidly with
wavelength if the Mie size parameter x is always
smaller than its value for which @, is maximum (see
Fig. 2). The aerosol models for which the effective
radius is smaller than ~0.2 pm fall into this category
(see Table 1). For aerosol models with an effective
radius larger than ~0.6 pm and a relatively wide size
distribution, the corresponding range of values of x =
2mr/\ implies that extinction effects predominantly
take place on the right of the maximum in Fig. 2 over
the range of wavelengths within the solar spectrum.
The result, as can be observed for the dustlike and
oceanic polydispersions illustrated in Fig. 1, is that
the AOD increases slowly with wavelength.

For fresh volcanic aerosols, with intermediate radii
and relatively narrow size distributions, significant
extinction takes place on both sides of the maximum
in Fig. 2, which leads to the curve of AOD versus
wavelength illustrated in Fig. 1. The result is that
the AOD at A = 0.7 pm is close to the panchromatic
AOQD for all the aerosol models of Table 1, except for
the volcanic aerosol, for which a key wavelength of
0.9 pm is more realistic.



Table 1. Coefficients of Egs. (7) and (13) for Several Single-Mode and Multimodal Log-Normal Aerosol Models®
Aerosol Model r, {(um) o (-)® Pegr () Refractive Index (=) s (=) t(=) u (- y (=)
SRA°
1. Dustlike 0.471 2.512 3.9278 1.50 — 0.0¢ 1.45 5.35 4.31 2.33
2. Water soluble 0.0285 2.239 0.1446 1.50 — 0.0¢ 2.00 0.18 0.66 0
3. Soot 0.0118 2.00 0.039 1.75 — 0.440i 1.28 0 0.64 0
4. Oceanic 0.30 2.51 0.635 1.381 — 4.26E-9 1.65 3.16 2.44 1.82
5. Volcanic 0.217 1.77 0.4903 1.50 — 0.008: 2.79 1.20 0.86 1.02
6. Continental® 1.95 0.17 0.67 0
7. Urban/industrial® 1.68 0.11 0.66 0
Shettle and Fenn’
8. Large rural 0.5 2.512 1.6619 1.46 — 0.0033; 1.42 4.59 3.66 2.18
9. Small rural 0.03 2.239 0.1522 1.47 — 0.0047; 1.96 0.178 0.67 0
10. Large urban 0.5 2.512 1.6619 1.443 — 0.0467: 1.36 3.42 2.71 1.89
11. Small urban 0.03 2.239 0.1522 1.453 — 0.0463; 1.66 0.176 0.73 0
12. Oceanic 0.3 2.512 0.9972 1.443 — 0.0467; 1.73 3.97 3.14 1.96
13. Rural mix® 1.76 0.20 0.74 0
14. Urban mix"* 1.46 0.22 0.81 0
15. Maritime mix” 1.95 0.18 0.68 0

*The polydispersions are all normalized to §,(0.7 pm) = 1. The proportions of single-mode models constituting the multimodal models
are given as fractions by number. The coefficients s, ¢, ¥, and y were obtained from least-squares fitting to Mie simulations for all models
except 13-15, which were obtained from simulations with MODTRAN and a relative humidity of <50%. A relative humidity of ~75% was

assumed for models 8-12,
b(~) indicates that the corresponding numbers are dimensionless.
“Ref. 16.

Mix of 2.27 X 107¢ X (model 1) + 0.93876 X (model 2) + 0.06123 X (model 3).
eMix of 1.66 X 10~7 X (model 1) + 0.5945 X (model 2) + 0.4055 X (model 3).

fRef. 15.

&#Mix of 0.000125 X (model 9) + 0.999875 X {model 10).
f‘Mix of +0.000125 X (model 11) + 0.999875 X (model 12).
"Mix of 0.99 X (model 10) + 0.01 X (model 13).

Another interesting observation can be made from
Fig. 1. This is that the difference between the pan-
chromatic AOD and the monochromatic AOD is
strongly dependent on the PSD for all wavelengths
that differ significantly from 0.7 wm. This implies

0.4 T o« L large narrow

dust-like

a

+ oceanic

» volcanic

+ soot

» water-soluble
Rayleigh

wavelength [um]

Fig. 1. AOD versus wavelength for the standard reference atmo-
sphere (SRA) aerosol components. All curves are normalized to
yield a broadband AOD of 0.15 at air mass 2, The symbols are
Mie simulations; the solid curves correspond to Eq. (13) with the
coefficients of Table 1. Two of the curves are for comparative
purposes only and do not represent realistic aerosol models: (i)
the Rayleigh curve, which is nearly proportional to 1/A* and can be
considered as the limit of steepest descent for such curves, and (ii)
the dotted curve representing Mie simulations for a fictitious nar-
row size distribution of optically large aerosols (LND with o = 1.5,
r, = L7 pm, and m = 1.5 — 0i), which can be considered as near
the limit of steepest increase for such curves,

that, unless the PSD is known a priori, the mono-
chromatic AOD cannot be estimated from pyrhelio-
metric data with any confidence, except near 0.7 pm.
This is a serious impediment to the estimation of
monochromatic AOD at 1 pm from pyrheliometric
data, as illustrated in Ref. 9.

As with the relative size distribution, f(r), it will be
convenient to define a relative or normalized AOD,
8., which is independent of aerosol concentration:

8(N) = A8, (N), (14)
where A is a dimensionless factor directly propor-
tional to N, and independent of both the wavelength
andf(r). Wehavein factused A = 3,(0.7 pm) for the
coefficients of Table 1 above.

The integral of a product of two continuous, posi-

Mie size parameter x = 2wr /A

Fig.2. Mie extinction efficiency (extinction cross section/mr?) asa
function of the Mie size parameter, for a real refractive index of 1.5.
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tive functions over a finite range can be written as
follows?%: [ f(x)g(x)dx = g(%) [5 f(x)dx, where a <
X <b. From this relation we can equate the pan-
chromatic AOD to the monochromatic AOD at a cer-
tain wavelength: A, = B3,(\*), where N* lies
somewhere in the solar spectrum:

exp(~mpAS,(\¥) f “La=0)dn

0

= J'm Lia= O)exp(—mRAéa()\))d)\, (15)
0

where I, (a = 0) = I, exp[— mp®cpa + B »)] s the
spectral direct irradiance emerging from an aerosol-
free atmosphere.

Taking a two-term Taylor expansion of the recip-
rocal of Eq. (15), with mpA as the variable, yields

11 mpA[(6))
5.0 Gy 2 [(&»2 1}’ 16

where

f (= 0)6,)"d)
(8" ==— :
j I,(a = 0)d:
0

where the weighted terms ((5,)*) are dependent on air
mass, as shown in Section 3.

As a first approximation, we neglected the second
term on the right-hand side of Eq. (16), used the
extraterrestrial spectrum instead of I,(a = 0), and
defined a mean AOD,

5, =f Imaa(x)dx/ J I,dn, 17
0 0

which is independent of air mass. If we also assume
that 5,(\) = B?x_l then the corresponding key wave-
length (\*) is of course equal to B/§,. We found
[from spectral simulations and numerical integration
of Eq. (17)] values ranging from 0.69 to 0.72 pm for
9,(0.5 wm) ranging from 0 to 0.5. This finding, with
all the approximations it involves, is in excellent
agreement with Fig. 1 above for different aerosol
models and is further confirmed by a comparison of
3., and A, in Fig. 3. Itisalsointeresting to note that
0.72 pm corresponds to the median of the extrater-
restrial spectrum, A, defined from [}« Id\ = f°°
Iyd\ = (¥5) [5 Ioyd\.

These results should give a clear answer to the
question raised by different authors (Ref. 7 and refs.
therein) in trying torelate A, t08,(0.55 um). On the
basis of previous evidence, Stothers” admits the re-
lation 5,(0.55 pm) = kA, and decides on a constant
value of # = 1.6 for a post volcamc aerosol (for which
he assumes that 3, = B\~ ). He also notes that
(0.55/0.9)"1 = 1.6;1.e., this value of & agrees with the
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o

-0.2 +

04+

-0.6

wavelength A [um]

Fig. 3. Difference between panchromatic and monochromatic
AOD versus wavelength for different values of AOD (at 0.7 pm).
Shettle and Fenn rural aerosol model. Air mass, 2.

finding of Volz® that the key wavelength at which §,,
= A, is given by [5 Io\MN/[§ Ipd\ = 0.9 pm. If we
take the median of the solar spectrum instead of the
mean, i.e., 0.7 instead of 0.9 pm, then Stothers should
have used £ = (0.55/0.7)"! = 1.3. Incidentally, the
only simultaneous measurements of monochromatic
and panchromatic AOD’s to which Stothers had ac-
cess yielded a value of & = 1.4. This would mean
that the volcanic AOD’s at 0.55 wm that Stothers
derives from pyrheliometric data are overestimated
by at least 20%. There is however a hitch to this
argumentation that is in favor of the 0.9-pum value for
the key wavelength; it is that the curve of volcanic
AOD versus wavelength may be closer to that re-
ported in Fig. 1 than to the §,, = B\~ curve assumed
by Stothers. Indeed, the stratospheric AOD mea-
sured approximately 1 year after the 1991 Pinatubo
eruption is in good agreement with the volcanic aero-
sol behavior illustrated in Fig. 1 (see Fig. 5 in Russel
et al.?2),

3. Simulated Panchromatic Optical Depths

Two radiative transfer codes?3.24 were used to gener-
ate spectral direct solar irradiance attenuated by dif-
ferent atmospheric conditions. All simulations were
made with the U.S. 1976 standard atmosphere at sea
level, with a default stratospheric ozone content of
0.343 atm cm. The first step in the aim of retrieving
A, from the measurement of panchromatic direct so-
lar irradiance and Eq. (2) was to find analytical fits
for Agpa and A,,. These were obtained from numer-
ically integrated spectral simulations made with

MODTRAN.23  The following simple expressions were
found?25:

Acpa = —0.101 + 0.235mp "¢, (18a)

A, = 0.112mz 05503 (18b)

where w is the precipitable water content in centime-
ters. The precision of these fits is generally better
than 1% when compared with the simulations in the
rangel <mp<6and 0 <w < 5 cm.

If the local pressure P is different from P, =
1013.25 hPa, then Agp, can be modeled to a good
apprommatlon by simple multlphcatlon of mg by
P/P, whenever the term Agp, is concerned. The
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Fig. 4. Key wavelength versus air masgs and AOD at 0.7 pm for
the Shettle and Fenn rural aerosol mixture. The points are sim-
ulated with MODTRAN; the lines correspond to Eq. (19a) with the
coefficients of Table 2 for the rural aerosol mixture.

influence of seasonal variations in the stratospheric
ozone content on Agp, and altitude variations on A,
are deemed negligible in the present application.25

The spectral codes were then run for different aero-
sol models to evaluate the dependence of A, on dif-
ferent parameters. The simulations were in
excellent agreement with Eq. (16), thus showing that
the key wavelength increases linearly with both air
mass and aerosol loading, as illustrated for one aero-
sol model in Fig. 4. Since A, is proportional to 8,(0.7
pm), a linear increase of \* as a function of A, can
also be expected:

NE =Ny + [B + C3,(0.7pm)]mp, (19a)

N =N\ + (B’ + C'A)mp, (19b)

for which the best-fitting coefficients are given in Ta-
ble 2 for some standard aerosol models. Equation
(19a) can be used to predict panchromatic direct solar
irradiance from sunphotometer data, whereas Eq.
(19b) was used to predict monochromatic AOD’s from
pyrheliometric data, as illustrated in Section 4.

4. Estimation of Errors

The modeling errors made in estimating 5,(\*) from
A, are essentially the result of errors made in esti-

mating A*. These can be assessed by differentiation
of Eq. (13):

dﬁa(K)zéﬁ(y y s

80N Ayt 1

) ; (20)

where the differentials d3, and d\ represent small
errors on d,, and . The relative errors obtained
with Eq. (20) are given in the second-to-last column of
Table 2. These errors, however, assume that the
atmospheric aerosol size distribution is known be-
forehand. The uncertainty in the estimation of
monochromatic AOD from pyrheliometric data in-
duced by a poor choice of aerosol model are given in
the last column of Table 2. These were estimated by
use of the coefficients of the standard reference at-
mosphere (SRA) continental aerosol model for all the
aerosol models of Table 2, thus inducing an error in
the estimation of the key wavelength. The actual
AOD at this wavelength was then compared with A,
and the root mean square difference between the ac-
tual and estimated AOD’s is reported in Table 2.
Only the case of a volcanic aerosol model, with a key
wavelength closer to 0.9 pm than to0 0.7 um, results in
errors larger than 0.01 units of monochromatic AOD
at 0.7 pm. The SRA dustlike model, for which the
AOD is quasi-independent of wavelength over the
solar spectrum (see Fig. 1), entails no significant loss
of precision. This is an important result, because
clouds exhibit a similar behavior.2é Accordingly,
contamination of the pyrheliometric data by thin
clouds should be a negligible source of errors in the
estimation of monochromatic AOD from pyrheliomet-
ric data.

We can assess the instrumental errors made in
estimating A, from panchromatic data (which are
due to uncertainties in the estimation of A, or the

Table 2. Coefficients of Eq. (19) for a Selection of the Aerosol Models Presented in Table 1

\o B c SD No' B’ ' Spe

Aerosol Model (wm) (pm) (pm) {(jom) (m) (pm) (um)  (wm) Error® (%) Error® (-)
SRA?

Continental 0.684 0.017 0.067 0.002 0.674 0.017 0.095 0.002 0.3% <0.001

Urban/industrial 0.672 0.018 0.068 0.002 0.667 0.018 0.092 0.002 0.3% - 0.002

Dustlike 0.719 0.012 —0.043 0.004 0.719 0.012 -—-0.043 0.004 0.1% 0.003

Voleanic 0.944 0.008 0.045 0.002 0.943 0.008 0.055 0.002 0.2% 0.026
Shettle and Fenn®

Rural mix 0.695 0,016 0.066 0.001 0.685 0.017 0.094 0.004 0.7% 0.004

Urban mix 0.696 0.017 0.062 0.001 0.689 0.018 0.084 0.003 0.5% 0.003

Maritime mix 0.727 0.017 0.048 0.002 0.725 0.018 0.066  0.003 0.3% 0.007

%Standard deviation between the value of \* deduced from simulations and Eq. (19). )

bRelative error in the monochromatic aerosol optical depth retrieved from pyrheliometric data, calculated as in Eq. (20), assuming the
aerosol size distribution is known @ priori and the error made in estimating A* is equal to the standard deviation of 'ghe previous column.

°Absolute error in the monochromatic aerosol optical depth retrieved from pyrheliometric data if the aerosol model is not known a priori

and the coefficients of the continental model are used for all aerosol models.

1 <mgr<5and0 < 3,007 pm) < 0.3.
“Ref. 16.
Ref. 15.

This error was calculated from simulations over the range
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measurement of ] with a pyrheliometer) by taking the
differential of Eq. (2) and assuming the differentials
can be replaced by small (absolute value) differences,
as in Eq. (20):

1 1 dI

dA, =dA, + — — = 0.087mg "% "%qw + — — |
mpeg me I

(21)

where we have inserted Eq. (18b) for A,, and assumed
that the error in Agp, is negligible. Thus an uncer-
tainty of 0.5 cm on w at air mass 2 will yield an
uncertainty of approximately +0.01 in A,. Simi-
larly, an uncertainty of +2% in the measurement of I
will yield an uncertainty of +0.01in A, at air mass 2.

5. Experimental Data

The results presented in the Section 6 refer to instru-
ments collocated on the top of one of the highest
buildings in the center of Geneva, Switzerland. This
is a small city (population 340,000) situated at
46.2° N, 6.1° E, altitude 400 m. 'The climate is much
influenced by the surrounding mountains and lake
such that rapid weather variations are frequent in all
seasons, with, however, long periods of cloudy
weather in winter. The data represented here cover
the period from 1 September 1996 to 31 May 1997,
totaling ~500 h of sunshine.

The Eppley pyrheliometer we used for the mea-
surement of direct irradiance has a standard aper-
ture of 5.7°.
estimated with Eq. (1) and the measurement of I, /1,
at several wavelengths with two instruments: (i) a
Multifilter  rotating shadowband radiometer
(MFRSR) instrument,?” which measures the global
and diffuse irradiance (with an automated shadow-
band subtending an angle of 8.3°), from which the
direct irradiance is deduced, and (ii) a handmade
sunphotometer purchased from SolData?® and
mounted on an Eppley Sun tracker. This second
instrument carries eight sensors, each being
equipped with a narrow filter (~10 nm at half-
maximum) and having an aperture of 5.7°. Both
instruments have filters centered at 0.673 and 0.869
pm, from which the AOD at ~0.7 pm was deduced
with a spectrally local Angstrém relation (see Section
2).

On-line Langley calibration of the sunphotometers
was carried out from the data itself. No statistically
significant trend could be deduced for the SolData
instrument, whereas the calibration constants of the
MFRSR showed a severe decrease over the 9-month
period considered here, as illustrated in Fig. 5. The
869-nm channel appeared to be the most reliable and
was used here to select the days on which Langley
plots appeared feasible. On a selection of days, the
calibration constants obtained by pure Langley
method were compared with, and confirmed by, those
obtained by Forgan’s Langley-ratio method2® and the
869-nm reference. The comparison between three
completely independent instruments measuring si-
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Fig. 5. Drift in the calibration constants (arbitrary units) derived
from 30 Langley plots for two of the MFRSR channels. The least-
squares linear fits represent the linear calibration values that were
used for most of the experimental analysis (see Table 3).

multaneously in the same site is our best argument in
favor of reliable results. It will be shown however
(Section 6, Fig. 6 below) that calibration of the mono-
chromatic instruments was not wholly satisfactory.
It should also be noted that Geneva’s rapidly varying
urban climate is not favorable to Langley calibration.
The MFRSR 0.937-pm band was calibrated with the
modified Langley-plot method,3° which showed a sim-
ilar behavior to Fig. 5, with a high dispersion that
was due to unstable humidity conditions.

All data considered here are an average of six in-
stantaneous values measured every 10 s, such that
one value is recorded per minute. Only the data for
which the Sun was higher than 10° above the horizon
and the direct irradiance was >100 W m™2 are con-
sidered here. An independent, automatic quality-
control test based on simultaneous measurements of
the global and diffuse panchromatic irradiance (mea-
sured simultaneously with two other instruments31)
was applied to the pyrheliometric data. Since the
monochromatic and panchromatic data were not col-
lected at exactly the same instant (=1 min differ-
ence), a reduction was necessary in order to eliminate
errors that were due to rapidly changing weather
conditions. Three time intervals were selected for
this purpose (4, 10, and 30 min), from which only one
measurement was kept (corresponding to the inter-
val’s midpoint). The whole period was discarded if
the weather conditions were considered unstable.
The criterion for stable conditions was that the Linke
turbidity coefficient* (T;) did not vary by more than
0.5 units over a given time interval (where T} is a
dimensionless factor estimated from pyrheliometric
data that represents the number of CDA’s necessary
to produce the actual attenuation; see the list of sym-
bols in Appendix B).

6. Experimental Results

Table 3 shows comparisons between the AOD pre-
dicted from pyrheliometric and MFRSR data for a
variety of situations: (i) different methods used to
calibrate the MFRSR, (ii) different assumed predic-
tion coefficients (or aerosol models), (iii) different es-
timates of the atmospheric water-vapor content, and
(iv) different time intervals over which the weather
conditions were judged to be stable. Results ob-
tained with the SolData instrument are not pre-
sented in Table 3, because this instrument yielded



Table 3. Comparisons between the AOD at ~0.7 pm Estimated from Panchromatic and Spectral (MFRSR) Data over a 9-Month Period

No. of Average

Aerosol Model®  Interval®  Calibration®°  Water Vapor®  Points AOD® MBDf  RMSDf SDf

1 Urban 10 Const. Snph. 3757 0.144 —0.004 0.040 0.040
2 Urban 10 Linear Snph. 3757 0.118 0.010 0.020 0.017
3 Urban 10 Adjust Snph. 3757 0.124 0.004 0.014 0.013
4 Rural 10 Linear Snph. 3757 0.118 0.010 0.020 0.017
5 Maritime 10 Linear Snph. 3757 0.118 0.014 0.023 0.017
6 A =07 10 Linear Snph. 3757 0.118 —-0.002 0.024 0.024
7 A=09 10 Linear Snph. 3757 0.118 0.033 0.040 0.024
8 Urban 10 Linear Meteo 3757 0.118 0.002 0.019 0.018
9 Urban 10 Linear w = 0.5cm 3757 0.118 0.018 0.028 0.021
10 Urban 10 Linear w=+10cm 3757 0.118 0.002 0.021 0.021
11 Urban 10 Linear w=15cm 3757 0.118 —0.009 0.022 0.020
12 Urban 4 Linear Snph. 11,218 0.140 0.008 0.040 0.039
13 Urban 30 Linear Snph. 996 0.107 0.010 0.019 0.016
14 Urban 30 Adjust Snph. 996 0.112 0.004 0.013 0.012

®The urban, rural, and maritime are those of Shettle and Fenn (see Table 1) modeled as in Eq. (19b) with the coefficients of Table 2.
Here A = 0.7 or 0.9 means the wavelength at which spectral and panchromatic AOD’s are equal is assumed to remain constant, 0.7 or 0.9

wm.
*Time interval in minutes between each data point (see text).

¢Calibration of the MFRSR sunphotometer: (i) Const. means the Langley calibration constants were assumed to remain unchanged
over the period of measurements, (ii) linear means the calibration constants obtained from Langley analysis were fitted to a linear decrease
over the period of measurements, as in Fig. 4, and (iii) adjust means the Langley calibration constants were adjusted according to the

comparisons made with another sunphotometer (see text).

The columnar precipitable water-vapor content was estimated from either (i) sunph. (sunphotometer), extinction in the 0.937-pm band
compared to that in the 0.869 pm band, or (ii) meteo, from ground-based ambient temperature and relative humidity (Ref. 32) and (iii) with
the assumption that the precipitable water-vapor content remained constant over the 9-month period, 0.5, 1.0, or 1.5 cm.

“Average AOD estimated from spectral data at a wavelength of 0.7 um.,

’Mean bias, root mean square difference, and standard deviation between the AOD at the key wavelength, ~0.7 wm, estimated from

panchromatic data (3,,) and spectral data (3,,): MBD = (1/n)Z].,(3,,,

({2?=1(8a)»5’ - 5%,-)2 - [E?ul(aa)\i, - Sak‘,)]zfn}/(n - 2)V2,

unreliable results over the morning periods (dew
problems) and the dispersion was generally large,
even in the afternoon.

Errors associated with the calibration of the
MFRSR sunphotometer appear to be the determining
factor influencing the precision of the results. As-

0.1

- . — ?
i e A e
2 B
Lo 1 1 |
3 : LRk & 5
0 : ;
< e R R

-0.05. bt : ’ : ’

01/31/97  03/02197  04/01/97  0501/97  05/31/97

0.1

0.05 f-----

» )
H 0)
0 -~E»r~ :
i ' H 1 |
1 ) . | 1
B sk kbbbt oy (= m TR e R R EREEEE
) i ) 1 ' 1
) i ' I
L . I h

-0.05 . :
01/31/97 03/02/97 04/01/97 05/01/97 05/31/97

Fig. 6. Top graph, difference between the monochromatic AQOD’s
derived from pyrheliometric data (A,) and MFRSR data (3,). Bot-
tom graph, difference between the monochromatic AOD’s derived
from the SolData and the MFRSR instruments. Afternoon data,
10-min time interval, February-May, 1997. The MFRSR AOD’s
are calculated with the linear calibration constants (see text).
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suming a linear decrease as illustrated in Fig. 5 in-
stead of a constant average value brings a
spectacular improvement (Table 3, rows 1 and 2).
The differences between the AOD’s derived from the
MFRSR and the pyrheliometer show striking simi-
larities to the differences between the AOD’s derived
from the MFRSR and SolData sunphotometer (F'ig.
6). This is a convincing illustration that the calibra-
tion constants of the MFRSR showed a sporadic be-
havior that cannot be wholly reproduced by the linear
decrease of Fig. 5. This was confirmed by the fact
that the errors of Fig. 6 are mostly proportional to
1/mpg (not illustrated). This is typical of calibration
errors, since dd,, = (1/mg)(dly/Iy,), as deduced
from Eq. (1). We therefore attempted an adjust-
ment of the MFRSR calibration constants by linear
fitting over short time periods (approximately 10
days) to the average errors between the two sunpho-
tometers for the 4 months illustrated in Fig. 6 (the
other months were characterized by comparatively
much smaller errors). Only the afternoon values
were considered, in order to avoid dew problems. A
small but significant improvement was achieved with
this adjustment (rows 3 and 14 of Table 3).

The choice of aerosol model has only a small influ-
ence on the errors obtained here (Table 3, rows 2, 4,
and 5). The maritime aerosol model yields the larg-
est errors in this continental, urban site. Assuming
the key wavelength takes a fixed value of 0.7 pm
yields results that are only slightly worse than those
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Fig. 7. Comparison between (i) the panchromatic AOD’s esti-
mated from pyrheliometric data and (i) the AOD’s retrieved from
MFRSR data at the key wavelength of ~0.7 um, as estimated from
Eq. (19b). Instantaneous data selected every 30 min in stable
weather conditions covering a 9-month period (see Table 3, row 14).

o o

obtained with Eq. (19). A fixed value of 0.9 pm, as
suggested by Refs. 7 and 8, is clearly inappropriate
for this data set (Table 3, rows 6 and 7).

Using a value of w deduced from ground-based
temperature and humidity measurements3? yields
only a slightly larger dispersion than if water vapor is
estimated from the 0.937-pm band (rows 2 and 8 of
Table 3). Variations in atmospheric water-vapor
content do not appear to have much influence on the
dispersion of the results, although an error of 0.5 cm
on the average value of w will yield a bias of over 0.01
on the AOD retrieved from panchromatic data (Table
3, rows 9-11).

The best results are obtained with the 30-min time
interval (during which the conditions were judged to
remain stable). The results for this sampling period
and line 14 of Table 3 show that the precision with
which the AOD can be derived from pyrheliometric
data is surprisingly good, as illustrated in Fig. 7.
This is especially relevant if we take into account that
the calibration constants of the MFRSR instrument
proved to be highly unstable (Figs. 5 and 6). Equa-
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Fig. 8. Comparison between (i) the panchromatic direct irradi-
ance estimated from monochromatic AOD'’s retrieved from MFRSR
data at ~0.7 pm, as estimated from Eq. (19a) and (ii) the direct
ijrradiance measured with an Eppley pyrheliometer., Same data
as in Fig. 7. :

7016 APPLIED OPTICS / Vol. 37, No. 30 / 20 October 1998

tion (19a) was also used to estimate panchromatic
irradiance from the AOD at 0.7 pm. The compari-
son of modeled and measured pyrheliometric irradi-
ance is illustrated in Fig. 8, for the same data as in
Fig. 7.

7. Conclusions

The key wavelength at which panchromatic and
monochromatic aerosol optical depths (AOD’s) are
equalis ~0.7 um. This conclusion is influenced only
slightly by varying air mass or AOD and is represen-
tative of most aerosol polydispersions encountered in
the terrestrial atmosphere, from submicrometer ur-
ban aerosols to cloud droplets. Only the volcanic
aerosol model (with a relatively narrow size distribu-
tion and an effective radius of 0.5 pm) showed a
significantly different behavior, with a key wave-
length closer to 0.9 um. Thus it is possible to esti-
mate the monochromatic (AOD) at approximately 0.7
wm from the measurement of pyrheliometric direct
solar irradiance. The precision achieved over a
9-month experimental analysis in an urban climate is
close to +0.01 units of monochromatic AOD at 0.7
wm.
We believe this is an important finding for users of
sunphotometer data, owing to two important advan-
tages that are inherent to pyrheliometers: (i) Such
data has been currently collected in meteorological
stations for years, and (ii) the calibration of a pyrhe-
liometer is straightforward and subject only to small
variations, often <1% over several years, whereas
sunphotometers are difficult to calibrate and often
drift significantly over periods often shorter than a
year, as evidenced by the apparent drift of the
MFRSR instrument.

These promising results were obtained despite the
fact that the measurements were collected in an ur-
ban site with a climate subject to rapid variations.
An error of =0.5 cm in the estimation of atmospheric
water-vapor content was shown to induce a bias of
approximately +0.01 in the AOD retrieved from pan-
chromatic data, for the conditions of this study. The
analytical relations developed here can also be used
to estimate panchromatic direct solar irradiance from
monochromatic AOD at a single wavelength, with a
degree of precision that is close to that of a standard
pyrheliometer.

We are grateful to the Ernst and Lucy Schmid-
heiny Foundation and to the University of Geneva for
their sponsorship. Blair Evans is thanked for shar-
ing his Mie code.

Appendix A: List of Acronyms
AOD aerosol optical depth (monochromatic or pan-

chromatic, as specified),

clean dry atmosphere,

log-normal (size) distribution,

multifilter rotating shadowband radiometer,

particle size distribution,

standard reference atmosphere (see Ref. 16).

CDA
LND
MFRSR
PSD
SRA



Appendix B: List of Symbols in their Order of

Appearance

A
3,(\) or &,

IOM I)\
I, 1

Mg, Mg, My,

8CDA)o Sw)\’ 8a)\

ACDA, Aun Aa

w

r,, o

n?

2
N(z)

-
5
3

N col

Qext

I w

Ya(X, 2)

™ R

wavelengths (um);

monochromatic AOD at wavelength
A ()

extraterrestrial and attenuated (i.e.,
at the Earth’s surface) monochro-
matic direct solar irradiance (W m ™2
pm™h);

extraterrestrial and attenuated pan-
chromatic (i.e., integrated over the
solar spectrum, from O to 4 pm) di-
rect solar irradiance (W m™2);
relative optical mass, ie., ratio of
slanted to vertical path length for at-
tenuation due to Rayleigh scattering,
aerosol extinction and water-vapor
absorption (-);

clean dry atmosphere, water vapor,
and aerosol monochromatic optical
depths (-);

panchromatic analogs of the above
-);

precipitable water vapor in a vertical
column above the altitude being con-
sidered (cm);

aerosol number density, i.e., total
number of (aerosols per unit volume)
particle radius (um);

differential number density (parti-
cles per unit volume per wm), [see
Eq. (5)];

relative size distribution, (particles
per um), [see Eq. (5)];

Junge size parameter defined as in
Eq. (6) =)

geometric mean radius (pm) and geo-
metric standard deviation (-) of a
LND;

altitude above sea level (m);

number of particles per unit volume
at altitude z;

relative PSD at altitude z (particles
per pm);

average relative PSD weighted over
the vertical column (particles per
pm);

differential abundance or number of
particles per unit surface in a vertical
column;

Mie extinction efficiency Q.. = ex-
tinction cross section/nr? (-);

Mie size parameter x = 27r/\ (-);
particulate refractive index (-);
representative refractive index for
the total aerosol loading (-);
particulate volume extinction coeffi-
cient for wavelength \ at altitude 2
(m~? or equivalent);

Angstrsm wavelength exponent (-);
Angstrém turbidity factor (Lm®);

s, t, U,y
RH

Tefr

A
8.0
)\*

IorI,(a=0)

B,

)"0: )\0,1 B: C: Bls C,
TL

References

constants used in Eq. (13) (-);
relative humidity (%);

effective radius defined in Ref. 33
(pm);

constant that is directly proportional
to IV, col ('—);

normalized or relative monochro-
matic AOD [see Eq. (14)] (-);

key wavelength at which 3,(\) = A,
(wm);

fictitious direct solar panchromatic
or monochromatic solar radiation
that would arrive at the Earth’s sur-
face if the atmosphere were free of
aerosols [(Wm™2) or (W m™2 pm™1)];
mean AQOD over the solar spectrum
-

constants used in Eq. (19) (nm);
Linke turbidity coefficient defined
from I = I, exp[—mz(AcpaTr)] (-)-
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