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摘要：本文以Jeffrey Chan的《大型社会技术系统中的设计伦理》为理论框架，结合现实生活中智能辅助驾驶汽车的设计伦理困境，以小米SU7事故为典型案例，深入探讨了设计伦理的核心矛盾。Chan的文章对设计伦理的探讨具有双向革命意义：通过将责任分配作为核心设计参数等方式，推动设计学内化道德预见性，倒逼伦理学发展动态适应理论，使技术成为伦理进步的脚手架而非道德权威的僭越者，并最终推动技术应用过程中的道德生态重建。
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近年来，全球智能辅助驾驶汽车领域持续快速发展，技术的迭代显著加速，特别是在感知系统的多传感器融合（如激光雷达、毫米波雷达与高清摄像头的协同）、高精度地图的深度应用以及人工智能决策算法的优化方面取得了突破，相关技术在中国的城市应用场景迅速推进。越来越多品牌的不同车型开始搭载智能辅助驾驶功能，许多公司也开始逐步推行Robotaxi的商业化运营。

技术的狂飙突进伴随着层出不穷的安全事故。涉及开启高级别辅助驾驶功能（如自适应巡航、车道居中保持、自动变道等）的严重交通事故尤其之多，其中包括许多被普遍看好的车企，尤其是2025年上半年小米SU7的案例，引起公众对智能辅助驾驶汽车的大规模反思。除了技术上的缺陷，更深层次的伦理争议也随之升温：在小米SU7的案例中，首要的核心问题是责任归属的模糊性——当自动驾驶系统接管车辆控制权并发生事故时，责任究竟在驾驶员（作为系统监督者）、汽车制造商（系统设计者）、软件供应商还是传感器提供商？这给现有的法律框架带来了巨大挑战。除此之外，“电车难题”、数据安全与隐私保护、功能边界等问题依旧是公众讨论的热点，智能辅助驾驶汽车的设计伦理研究显得愈发重要。

《Designing Ethics in Large-scale Socio-technical Systems（大型社会技术系统中的设计伦理）》一文由Jeffrey Chan写就于2020年，被收录在专门研究设计伦理的书籍《Ethics in Design and Communication: Critical Perspectives（设计伦理与传播：批判性视角）》中。文章发表时，智能辅助驾驶汽车方兴未艾，但由于文中Chan的探讨植根于彼时设计实践的突出问题，通过两个具体案例的细节以小见大地折射出了社会技术系统的普遍性困境，对当今时代被推上风口浪尖的智能辅助驾驶汽车也有广泛的启发。

文章从三种“设计-伦理”模式的概念出发，聚焦无桩共享单车与智能驾驶汽车两个典型案例，引出不同层次多个面向的质疑与反思：伦理能否被主动设计？如何在与技术相连的公共系统中设计伦理？何种路径可以真正解决伦理的复杂性？人类是否有资格设计高于自身的道德系统？笔者在此将重新提炼Chan在当时对类似问题的思考，并结合当下发展日新月异的智能辅助驾驶汽车在实际应用中的表现，对文中问题提出新的见解。

一、社会技术系统的两种设计伦理范式

文章开头，作者提出在技术社会转型期伦理问题所遭遇的的系统性挑战。在理论层面，传统伦理学长期聚焦个体行为规范，却难以解释大规模社会技术系统中设计决策引发的伦理效应。这种理论缺口亟待构建设计与伦理的新连接框架，尤其需回应设计理论家霍斯特·里特尔（Horst Rittel）关于“设计什么与不设计什么”的根本性质询。另一方面，技术创新的加速暴露出“价值无涉设计”的伦理风险——技术应用在惠及特权群体的同时，往往意外加剧社会不平等，形成“技术红利与伦理代价”的悖论。同时，设计行为本身具有双重伦理影响：一方面，技术产品通过制度化嵌入成为伦理关系的隐性调解者；另一方面，设计创新反向重塑伦理认知。这种背景揭示了核心矛盾：设计创新的自由扩张与社会责任的规范性约束亟需通过制度化的伦理设计达成协调，从而为后续探讨“主动设计伦理”的可能性奠定基础。

基于上述内容，Chan为我们介绍了三种“设计-伦理”模式：设计可以由伦理引导，被动响应伦理要求；可以在设计中融入伦理考量，符合伦理期待；而第三种则是改变道德生态 (moral ecology)，由此产生一种新的人类状况（a new human condition）。前两种模式更为常见，但这篇文章所讨论的第三种更具颠覆性。在这里，他强调了伦理作为人际关系准则的作用，借“乌托邦工程”的可能性揭示出设计伦理探讨中同样需要面对的结构不良问题：庞大的系统、多重关系、多个利益相关方的博弈、边界的界定、问题自身的变化与不可彻底解决等等。[[1]](#footnote-0)或许正是出于对抗解性的认识，Chan从这里开始抛弃概念建构，转入对实际案例的解读和研究。

尽管同样属于社会技术系统发展中的设计伦理困境，事实上，将这两个案例在设计角度下审查，其本质完全不同。

无桩共享单车的核心问题是，用户享受便利却乱停放，成本被转嫁给其他人。已有的策略，一种是被动约束行为——用GPS锁限制停车区，一种是构建用户互信社区，激发责任感。然而，在匿名化城市中建立“道德共同体”，设计激励机制（如信用积分）而非依赖自发道德明显更为可靠；另一方面，共享单车作为资本驱动的技术平台，本质上是反社区的——若平台以数据牟利为目标，则道德生态设计很可能沦为表面工程。

这个案例的对象依旧是人类主体，且存在持续互动的参与式设计过程。而在智能驾驶汽车的案例中，工程师直接将道德规则编码给汽车——Chan给这样的汽车取名为“人工道德代理（artificial moral agent）”，一旦软件定型，汽车在所有意外情况面前会按照编码的程序反应，其结果是瞬时性的，正如原文所说，“与人类驾驶员在试图避开一群行人时撞击单个路人的自发反射不同，任何碰撞优化算法中的道德原则都必须被有意指定并提前编码到汽车中。”。

也正是因为两个案例的差异性，共享单车的案例恰好提示了第二个问题的解决思路：共享单车平台目前唯一可行的方案是用技术约束（如罚款）替代社会责任，结果使用户沦为“规则服从者”而非道德主体——类似的，若算法全权决定汽车的道德选择，实则是将人类道德责任外包给机器，削弱社会伦理能力建设；对于共享单车而言，如果要建立一套互信机制，静态规则无法适应城市文化差异下对公共空间的理解——智能驾驶汽车的伦理算法也需通过道德数据反馈环等形式，实现地域化迭代；共享单车平台因逐利，追求数据垄断与用户增长，过度投放挤占公共空间、破坏公共信任——车企若将“乘客安全优先”设为默认伦理，可能有损于行人的普遍安全，依旧是将商业利益凌驾于社会公平，这样的后果相较于前者具有更强的破坏性与不可逆性。因此，共享单车作为柔性的道德生态设计案例，对于刚性算法伦理编程的最大启发在于：技术伦理的终极解决方案不在代码中，而在人、技术与环境的动态关系重建中。

而对于第二个案例中的重要概念“人工道德代理（artificial moral agent）”，还有很多细节值得思考：“人工道德代理（artificial moral agent）”何以被赋予了道德性？这样的道德是否适配于所有与之互动的主体？不同主体之间的冲突何以解决？如何评估这种道德来源的可靠性？

二、“人工道德代理”的危机

将智能辅助驾驶汽车视为“人工道德代理（artificial moral agent）”，Chan事实上已经默认了汽车具备道德决策能力。然而，紧接着的第一个问题就是多种道德原则与自身的不适配。传统的伦理原则无外乎三类：关注行为直接后果的功利主义、崇尚普遍道德法则的义务论和源自内驱力的美德论。[[2]](#footnote-1)其中，大部分学者倾向于直接锚定在社会整体利益最大化的功利主义路径。对此，[[3]](#footnote-2)Chan举了一个这样的例子：

例如，考虑困境 (1A) 和困境 (4F)。在困境 (1A) 中，如果 AV 被编程了功利主义伦理原则（即拯救更多生命在道德上优于拯救更少生命的原则），那么 AV 也被预先设定为瞄准并撞击那名路人，以保全五名行人的生命。相反，在困境 (4F) 中，如果 AV 被编程了某些功利主义伦理原则（例如，如果更多骑行者在道路上遵守佩戴安全头盔的规则，从长远来看预计会拯救更多生命），那么 AV 很可能会瞄准并撞击那个没戴头盔的骑行者——讽刺的是，即使这个行动相对于那个受到头盔更好保护的骑行者来说更可能导致死亡。这样，AV 别无选择，只能遵循伦理规则得出其令人反感的结论。

这里的困境 (1A) 和困境 (4F)是指“电车难题”的几种情况。以功利主义为例，Chan担忧的是，由于道德在实际情况中运用的复杂性，单一的道德原则很可能不能给出实际情况下最优的判断结果，而有时道德原则之间还会互相冲突。他还提到了另一种伦理学名为“双重效应原则（Principle of Double Effect）”，简称PDE，这既非功利主义，也非典型的义务论或美德论，而是根植于自然法传统，尤其是托马斯·阿奎那哲学的行动理论，认为若行为满足特定条件，即使预见并接受了恶效应，该行为仍可能是道德的。[[4]](#footnote-3)但在“电车难题”的道德困境中，无论工程师编码了哪一种道德准则，都意味着对一方预谋的伤害——在Chan看来，这样的预谋事实上也是意图的，并不是道德行为。

事实上，针对无人驾驶技术中“电车难题”的现实化困境，早在智能驾驶并未流行的2018年，王珀就曾在论文《无人驾驶与算法伦理：一种后果主义的算法设计伦理框架》中设想了一套新的解决方案：在算法编制上，以后果主义为核心框架，通过量化评估整体安全效益最大化，并整合多维度伦理因子以修正纯功利主义的缺陷。[[5]](#footnote-4)在实施路径上，政府扮演引导者而非强制者角色，通过税收减免、保险优惠等柔性政策工具激励用户主动选择伦理算法，同时禁止“绝对利己型”算法设定以防止囚徒困境。5这是一套改良功利主义的伦理决策机制，但是，正如文中Chan也提到的，大部分人只是在抽象层面支持功利主义，但在具体情境中并不愿意真正成为牺牲对象，形成“囚徒困境”。

正是这样的道德不一致引发了Chan的注意。他进一步探究：如果与人类自身可疑的道德判断相比，智能辅助驾驶汽车这样的“人工道德主体”在压力下可能比人类主体更能始终如一地遵循伦理规则。但是，道德性究竟是如何体现的？在极端情况下违背传统伦理规则以实现其他道德目标——这正当地可以被视为一种道德不一致——是否也是真正道德自主的证据？而关键是，这样不连续的判断恰好只能由人类主体作出。

Chan由此产生了对全文论证根基的质疑：将智能驾驶视为道德自主的代理——这个想法是否本身就存在问题呢？[[6]](#footnote-5)正如Chan在文章最后突然提出的反思：“在人类文明的某个时间点，一个道德上不完美的人类设计者，依靠本质上不完整的伦理知识体系，如何能被期望创造出道德上更优越的人工道德代理？”如今，汽车作为道德代理所带来的责任分配问题依旧存在：如果车“自主”选择了撞人，该起诉谁？是车这个“道德主体”，还是背后的设计者？[[7]](#footnote-6)或许正是出于对汽车道德“自主性”的怀疑，当今智能辅助驾驶都会在识别到可能的危险情况后立马要求司机接管，由人类来作出最终的道德判断——尽管这样的设定在小米SU7事故后广受诟病，被称为“甩锅”行为，而这起事故最终的责任认定结果则依然是未知数。

文章结尾是这样说的：“人类道德主体对道德不确定性和不一致性的倾向，毕竟可能暗示的并非基因缺陷，而是道德进步的真正驱动力。”一方面，Chan试图为文中所有伦理探讨辩护，证明其驱动道德进步的作用；而另一方面，他或许已经隐隐约约意识到，智能驾驶汽车并不具备“道德不确定性和不一致性的倾向”，若是将其作为道德主体，或许并不能带来实现社会普遍认可的伦理结果。

三、走向负责任的技术谦逊

从技术场景设想出发、最终停留在哲学层面的思想实验到此为止。书籍出版五年后，智能辅助驾驶的广泛应用和实际案例中呈现出的复杂性一次次说明，智能辅助驾驶汽车并不应被视为道德主体，而是绝对服从人类法律与安全规范的工具。我们也并不需要完备的道德代理（Full Ethical Agents），机器始终是人类的从属，完全听从人类的命令，服从人类的法律，并且随时准备牺牲（“be expendable as needed”）。[[8]](#footnote-7)

王菁菁指出，过去到今天，许多伦理层面的争论往往混淆了“技术道德决策能力”与“赋予道德地位”两个关键概念：前者指汽车的技术能力能做出类似道德判断的选择，比如编程让它计算伤亡人数最小化；后者指汽车因此就具有了“道德主体”地位，认为车自己“理解”了道德并该为选择负责。[[9]](#footnote-8)正如Chan在这篇文章中提到，人类道德具有不一致性，即使已经尽可能地编码出复杂的算法，智能驾驶汽车依旧不可能像人类一样在头脑的“黑箱”中分析出编码之外的答案。除却伦理层面的内在要求，这也是由人工智能技术现阶段的固有局限所决定的：目前的人工智能技术还无法设计出成熟的伦理系统，让AI能完全独立地进行道德判断。在这种理想化的决策模式下，AI并非由人类在特定场景下操作，而是依据预设的伦理规则自行作出决定。[[10]](#footnote-9) [[11]](#footnote-10)

智能驾驶系统的伦理选择本质是设计者意志的代码化延伸。例如，避障算法若预设“乘客安全权重>行人”，反映的并非汽车自身的道德偏好，而是制造商对功利主义或产品责任的权衡结果。因此，责任归属的逻辑链条需穿透技术外壳，追溯至算法设计者、监管机构及用户操作规范等人类责任节点：必须公开智能驾驶系统的伦理算法逻辑，确保用户清晰理解车辆在事故中的决策依据。[[12]](#footnote-11)而另一方面，基于知情同意这一科技伦理基石，用户应有权知晓算法默认的伦理设置（如利他模式），并自主选择其他模式（如优先保护车内人员）；具体每辆车选择的伦理模式不对外标识。[[13]](#footnote-12)这样的自由选项或许将引发社会诸如“损害公共利益最大化”一类的批判，但每辆车从本质上也都是驾驶者意志的代理，这样的决策与车企、算法设计者无关，而是每一位社会公民的自觉选择。

四、结语：技术伦理的互文性重构

作为《Ethics in Design and Communication: Critical Perspectives（设计伦理与传播：批判性视角）》第一部分“设计在社会中”的开篇之作，Chan的《Designing Ethics in Large-scale Socio-technical Systems（大型社会技术系统中的伦理设计）》以极具张力的命题——“伦理能否被设计？”——叩响了全书的伦理追问。对于后文来说，Chan构建的三种“设计-伦理”模式，恰好为解析智能驾驶汽车的伦理困境提供了核心坐标系：“伦理引导设计”对应着，当前智能驾驶的“安全冗余设计”仅满足基础合规性，无法应对道德决策场景；小米SU7事故中，系统强制要求人类在短时间内接管危险场景，实则是将道德责任“甩锅”给驾驶员——这正是Chan批判的伦理外包陷阱，是“设计中嵌入伦理”的反面案例；而重构道德生态则意味着，技术伦理的终极目标应是重塑“人-技术-环境”的动态关系，因此，智能驾驶的伦理设计需超越代码逻辑，构建涵盖法律、保险、公众参与的责任网络。

此文奠定了全书批判基调，与后续章节形成深刻对话。主编Laura Scherling在导论中警示的“技术模糊真实边界”的危机，在Chan的案例中具象化为自动驾驶算法决定谁该牺牲的伦理坍塌，以及单车系统将公共空间转化为资本试验场的治理失效。这种批判脉络在Rachel Berger对数据可视化“虚假确定性”（如选举预测针）的剖析中得到延续：二者共同揭露简化设计对伦理复杂性的消解；而Marc Miquel-Ribé对“黑暗设计”权力操控的论述，则与Chan的单车系统诱发“公地悲剧”形成互文——技术便利背后暗藏行为诱导的伦理代价。更具建设性的是，Michael Madaio与Sarah Martin提出的“公民参与智能治理”主张，正呼应了Chan对“道德生态”的重构路径（如通过社区共建培育单车文化），为伦理设计提供了民主化出口。

Chan对于智能驾驶汽车的探讨不仅关注设计如何被伦理约束或体现伦理价值，更关键的是主动探索设计在塑造未来伦理关系、规范和社会形态中的潜力与巨大责任，以及伴随而来的深刻伦理挑战。全书后续对VR安全空间、交友软件物化界面、智慧城市权力的探讨，皆可视为对Chan之命题的纵深回应——唯有关将伦理置于设计进程的核心，技术重塑社会的“进步”叙事才不至沦为一场精致的沦丧。

放眼于整个设计伦理探讨，这篇文章正推动设计伦理从传统的“规范应用”向“主动建构”范式跃迁。全文的核心追问“道德不完美的人类能否可靠设计出更优越的伦理系统？”使文章定位于设计伦理理论的临界点：既突破“伦理作为设计约束”的传统框架而开辟“伦理作为设计产物”的新疆域，又深刻揭示人类道德主体性在技术介入时代面临的认知边界，最终将设计伦理探讨推向人机共构伦理体系的可能性与合法性思辨。

而整体来看，在当代新兴技术发展过程中，类似这篇文章的道德考量正从设计实践的边缘辅助角色提升为基础性构成要素。以文章所述无桩共享单车系统为例，传统设计聚焦技术便利性却忽视社会信任培育，导致道德风险频发，这迫使设计学必须将道德关系，如责任分配、互惠机制等视为系统设计的核心参数而非外部约束。类似地，自动驾驶汽车的伦理算法困境证明，设计决策已从被动遵循伦理规范转向主动定义道德标准（如生命价值的程序化排序），这彻底重构了设计方法论——从用户需求满足升级为道德责任预置。在伦理学视域下，设计伦理将抽象原则具象化为技术场景中的可执行逻辑，使伦理学获得实践验证场域，如本文案例中道德算法引发的社会接受度研究；另一方面，文章揭示的“预谋性伤害”等新困境，暴露了传统伦理框架对技术介入道德决策的认知滞后，尤其凸显人类道德主体性与人工代理者之间的张力。这种双向互动使设计伦理成为设计学与伦理学的共同前沿：它不仅要求设计学内化道德预见性，更推动伦理学发展动态适应性理论以应对技术再造道德秩序的现实。

智能辅助驾驶的伦理困境终归是人性困境的镜像。五年后再读Chan的论述，其价值不仅在于预见了智能驾驶的伦理困境，更在于揭示了技术伦理的“设计悖论”：人类既是道德缺陷的携带者，又是道德系统的创造者。而他的的终极追问——不完美的人类何以设计道德更优越的代理？——最终也获得了回应：技术的道德性不在于超越人类，而在于忠实地服务于人类社会的动态伦理共识。正如共享单车的乱停放问题最终需通过社区共治而非GPS锁解决，当我们停止将算法神化为道德先知，转而构建透明、可迭代、责任明晰的设计生态时，技术才能真正成为伦理进步的脚手架。
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