本次研究的文献调研，主要围绕着以下几个方面来展开：

1. 信任的概念和理论基础

信任在人机交互中扮演着核心角色，尤其在自动驾驶系统中，它不仅是用户接受技术的前提，更是影响驾驶行为和安全的关键心理构念。在自动驾驶中，“信任”可被定义为用户对系统能力、可靠性和意图的积极预期，进而愿意在不确定情境下依赖该系统。在自动驾驶语境下，信任不仅涉及对技术本身的信心，还包括对设计者、监管者以及整个社会技术系统的信赖（Henschke, 2020）[[1]](#footnote-0)。

早期研究基于技术接受模型（TAM）和信任理论，指出信任是用户采纳自动驾驶技术的重要预测变量（Choi & Ji, 2015）[[2]](#footnote-1)。此外，信任也被视为一种动态心理状态，随着系统表现、交互方式和环境变化而不断调整（Azevedo-Sa et al., 2021）[[3]](#footnote-2)。从社会反应理论出发，当系统具备拟人化特征时，用户更容易将其视为具有意向性的“社会智能体”，从而增强信任（Niu et al., 2018）[[4]](#footnote-3)。

2. 信任的影响因素

信任的形成受到多种因素的影响，可归纳为系统特性、交互设计、用户认知与情境因素四大类。

（1）系统特性

智能驾驶系统的透明度、技术能力和情境管理能力被证实对信任有显著正向影响（Choi & Ji, 2015）。此外，系统的可靠性和可预测性也是关键因素，尤其是在系统出现错误时，信任会受到显著冲击。值得注意的是在低风险情境中发生的失误，可能比在高风险情境中的失误对信任的摧毁力度更强，因为它是更加直接的地影响了用户对系统可靠性和可预测性的感知（Tan & Hao, 2023）[[5]](#footnote-4)。

（2）交互设计

交互设计可以通俗地理解为智能驾驶汽车向人传递各种信息的方式设计和呈现方式1这对信任构建至关重要。研究表明，拟人化的交互设计（如虚拟形象与人性化语音）能显著提升用户的信任水平（Niu et al., 2018）[[6]](#footnote-5)。此外，解释类型（如无解释、简单解释、归因解释）在不同风险情境下对信任的影响也不同（Ha et al., 2020）[[7]](#footnote-6)。然而，并非信息越多越好，过多的反馈反而可能降低用户的信任感知（Mackay et al., 2020）[[8]](#footnote-7)。

（3）用户认知

用户对风险的认知和情感反应是信任的重要预测变量。Eitrheim等人（2024）[[9]](#footnote-8)发现，风险认知影响对技术本身的信任，而情感担忧则影响对管理主体的信任。此外，用户在接触系统前的初始信任受到宣传方式和安全边界介绍的影响（Cui et al., 2025）[[10]](#footnote-9)。

（4）情境因素

驾驶环境的风险水平调节了解释类型对信任的影响（Ha et al., 2020）。系统错误发生的情境风险也会影响信任恢复的难度，低风险情境下的错误更容易导致信任崩塌（Tan & Hao, 2023）。

3. 信任的程度变化和偏失问题

信任不是静态的，而是随着使用经验和系统表现动态变化的。Azevedo-Sa等人（2021）提出了一种基于卡尔曼滤波的动态信任建模框架，通过眼动、系统使用时长和非驾驶任务表现等多模态数据实时估计信任水平。该研究揭示了信任在连续交互中的波动特性，并为构建“信任感知型”系统提供了技术支持。

信任校准问题包括信任不足与过度信任，两者都会影响系统的合理使用（Azevedo-Sa et al., 2021）。研究表明，系统错误会显著降低信任，尤其是在低风险情境中（Tan & Hao, 2023）。此外，信任的恢复需要系统在透明性、可靠性和沟通策略上有所改进（Eitrheim et al., 2024）。

4. 未来挑战和研究空白

目前，智能驾驶和对其信任心理的研究都尚处于发展阶段，尽管现有研究在信任构建、测量与校准方面取得了显著进展，但仍存在若干重要挑战与研究空白：

（1）弱势道路使用者的信任视角缺失

目前大多数研究聚焦于驾驶员对自动驾驶系统的信任，而忽视了行人、骑行者等弱势道路使用者的视角（Saleh et al., 2017）[[11]](#footnote-10)。这些群体与自动驾驶车辆的互动方式、信任形成机制及其对系统行为的理解，尚未得到充分探索。未来的研究应更多关注车外用户的信任构建，以促进自动驾驶系统与所有道路使用者的安全共存。

（2）车与车之间信息共享的信任机制

在车联网环境中，车辆之间需要共享感知数据以扩展视野，但如何评估所接收信息的可信度仍是一个关键问题（Guo et al., 2020）[[12]](#footnote-11)。尽管已有研究提出基于Dirichlet-Categorical模型的信任评估框架，并利用ESRGAN提升图像分辨率以增强信任判断能力，但在实际道路环境中，信息真实性、数据安全与隐私保护仍是未被充分解决的挑战。

（3）对不同用户群体的差异化研究

现有研究样本多集中于普通驾驶员或特定工作场所员工（如Eitrheim et al., 2024），缺乏对老年人、残障人士、儿童等特殊群体的信任研究。这些群体对自动驾驶技术的认知、信任形成路径和交互需求可能存在显著差异，未来研究应拓展用户多样性，以构建更具包容性的信任模型。
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