
Gradient for multivariate normal CDF
For a set of d > 1 ∈ Z+ random variables XXX := {X1, . . . , Xd}, let X ∼ MVN(µµµ,Σ), with
µµµ ∈ Rd,Σ ∈ Rd×d

+ for dimension d > 1 ∈ Z+. If the CDF evaluated at a vector xxx := {xi ∈ R :
i ∈ {1, . . . , xd}} is ΦΦΦ(xxx;µµµ,Σ) = Pr{X1 < x1, X2 < x2, . . . , Xd < xd}, then

d

dxi
ΦΦΦ(xxx) = φ(xi;µi, σi)ΦΦΦ

(
xxx−i;µµµ−i|i,Σ−i|i

)
,

where µi is the ith element of µµµ, and σ2i is the ith diagonal component of Σ, and µµµ−i|i, Σ−i|i
are the mean and covariance conditional on the ith component, respectively. The conditional
mean and variance are given by

µµµ−i|i = µµµ−i + Σ−i,iΣ
−1
i,i (xi − µi), Σ−i|i = Σ−i,−i − Σ−i,iΣ

−1
i,i Σi,−i,

where Σ−i,i represents the off diagonal components. Note that in the case of i being one-
dimensional, that Σ−1i,i = 1/σ2i .
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