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1 LTI Dynamics

Consider a deterministic, discrete-time, LTI system with state xk ∈ Rn and
dynamics

xk+1 = Axk +Buk

where uk ∈ Rm is the control input at time k, and A ∈ Rn×n and B ∈ Rn×m.
Assume that the pair (A,B) is controllable.

From a given initial state value x0 then the state at time k+1 can be written
as

xk+1 = Axk +Buk

= A(Axk−1 +Buk−1) +Buk

= A2xk−1 +ABuk−1 +Buk

. . .

= Ak+1x0 +AkBu0 + · · ·+ABuk−1 +Buk

= Ak+1x0 +

k∑
j=0

AjBuk−j .

Alternatively the state at some time k+ ℓ from an initial state at time k can
be written as

xk+ℓ|k = Aℓxk +
∑

j = 0ℓ−1Aℓ−jBuk+j . (1)

Let us define the finite horizon state prediction of length N from time k and
the accompanying control sequence as

x⃗k =

xk+1|k
...

xk+N |k

 and u⃗k =

 uk|k
...

uk+N−1|k

 ,

then using (1) we can write the prediction conveniently as

x⃗k = Λxk +Φu⃗k (2)
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where

Λ =


A
A2

...
AN

 and Φ =


B 0 . . . 0
AB B . . . 0
...

...
. . .

...
AN−1B AN−2B . . . B.


2 Cost Function

Let us consider a quadratic stage cost of

L(x, u) = (x− x⋆)TQ(x− x⋆) + uTRu

where Q ∈ Rn×n and R ∈ Rm×m are the state and control action penalties, and
x⋆ is the state reference (or desired state). Let us consider a terminal cost of

LF (x) = xTQFx

where QF ∈ Rn×n is the terminal state penalty.
Consider the finite horizon cost function

J(xk, u⃗k) =

N−1∑
ℓ=0

(L(xk+ℓ|k, uk+ℓ|k)) + LF (xk+N |k)

=

N−1∑
ℓ=0

(
(xk+ℓ|k − x⋆)TQ(xk+ℓ|k − x⋆) + uT

k+ℓ|kRuk+ℓ|k

)
(3)

+ (xk+N |k − x⋆)TQF (xk+N |k − x⋆)

= (x⃗k − x⃗⋆)TQ̄(x⃗k − x⃗⋆) + u⃗T
k R̄u⃗k + (xk − x⋆)TQ(xk − x⋆)

where we define Q̄ and R̄ as block diagonal matrices

Q̄ =


Q 0 . . . 0 0
0 Q . . . 0 0
...

...
. . .

...
...

0 0 . . . Q 0
0 0 . . . 0 QF

 and R̄ =


R 0 . . . 0
0 R . . . 0
...

...
. . .

...
0 0 . . . R

 .

Utilising (2) then

J(xk, u⃗k) = (x⃗k − x⃗⋆)TQ̄(x⃗k − x⃗⋆) + u⃗T
k R̄u⃗k + (xk − x⋆)TQ(xk − x⋆)

= (Λxk +Φu⃗k − x⃗⋆)TQ̄(Λxk +Φu⃗k − x⃗⋆) + u⃗T
k R̄u⃗k + (xk − x⋆)TQ(xk − x⋆)

= (Λxk − x⃗⋆)TQ̄(Λxk − x⃗⋆) + 2u⃗T
kΦ

TQ̄(Λxk − x⃗⋆) + u⃗T
kΦ

TQ̄Φu⃗k

+ u⃗T
k R̄u⃗k + (xk − x⋆)TQ(xk − x⋆)

= (Λxk − x⃗⋆)TQ̄(Λxk − x⃗⋆) + (xk − x⋆)TQ(xk − x⋆)

+ 2u⃗T
kΦ

TQ̄(Λxk − x⃗⋆) + u⃗T
k (Φ

TQ̄Φ+ R̄)u⃗k.
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In the context of minimizing J(xk, u⃗k) with respect to the control sequence
u⃗k, we note that the first line

(Λxk − x⃗⋆)TQ̄(Λxk − x⃗⋆) + (xk − x⋆)TQ(xk − x⋆)

is constant with respect to u⃗k and could be discarded in the minimization pro-
cess.

We can write a simplified cost function of

J(xk, u⃗k) = 2u⃗T
kΦ

TQ̄(Λxk − x⃗⋆) + u⃗T
k (Φ

TQ̄Φ+ R̄)u⃗k

which has a first and second order component. Writing in the form of MAT-
LAB’s quadprog or mpcActiveSetSolver we find

J(u⃗k) =
1

2
u⃗T
kHu⃗k + fTu⃗k (4)

where H = 2(ΦTQ̄Φ + R̄) and f = 2ΦTQ̄(Λxk − x⃗⋆). Observe that H can
be pre-computed but f must be computed each time step as a function of the
current state xk.

3 Constraints

Consider the following constraints

xmin ≤ xk ≤ xmax

which apply to the state at all times. We let x⃗min and x⃗max denote the vector
of constraints that match the prediction x⃗k.

Consider the lower bound constraints and apply the prediction dynamics (2)

x⃗min ≤ x⃗k

x⃗min ≤ Λxk +Φu⃗k

−Φu⃗k ≤ Λxk − x⃗min.

Similar can be done for the upper bound to find

x⃗k ≤ x⃗max

Λxk +Φu⃗k ≤ x⃗max

Φu⃗k ≤ x⃗max − Λxk.

Consider the following control action constraints

umin ≤ uk ≤ umax

which apply to the control action at all times. Let u⃗min and u⃗max denote the
vector of constraints that match the prediction u⃗k.
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The constraints can be conveniently written as

−IN u⃗k ≤ −u⃗min

IN u⃗k ≤ u⃗max

where IN is the identity of size N .
Let us combine the four sets of constraints together to give linear inequality

constraints 
−Φ
Φ

−IN
IN

 u⃗k ≤


Λxk − x⃗min

x⃗max − Λxk

−u⃗min

u⃗max


Ainu⃗k ≤ Bin. (5)
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