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[1]提出了一种用于时序动作定位的多阶段3D卷积网络，包括多尺度视频片段的生成、多阶段segment-CNN以及后处理**（temporal action localization）**。[2]观察到深度2D卷积神经网络经过ImageNet数据集预训练后迁移到detection，segmentation，captioning等其他任务上取得的显著成就后，尝试在Kinetics数据集上对深度3D卷积神经网络预训练，观察迁移到detection、summarization以及Optical flow的提取等任务上的效果**（action recognition）**。[3]提出了一个基于时序卷积的卷积-逆卷积网络，来实现对视频帧的类别分类**（action segmentation and detection）**。[4]提出了一种用于提取视频时空特征的3D卷积神经网络**（action recognition）**。[5]基于C3D提出了一种卷积-逆卷积的神经网络，输入一小段视频，输出frame-level的动作类别概率和segment-level的时序动作定位**（temporal action localization）**。[6]将传统针对静止图像的FasterRCNN框架进行了扩展，将视频物体检测框架扩展为候选时空管道生成和候选时空管道识别两个模块，基于这些高质量的候选时空管道应用编码-解码LSTM网络进行时空管道的识别能够有效的提升检测整体的正确率**（video object detection）**。[7]提出了一种结构化分段的时序金字塔网络，既产生高质量的动作提议又提升了对动作的准确识别率和定位**（temporal action localization）**。[8]提出使用时间域的聚合提升单帧特征学习，使得对视频中每一帧的物体识别率得到提高**（video object detection）**。[9]提出了一种以动作描述驱动的时序动态图网络**（video object detection）**。[10]利用视频中连续帧内容高度相关这一特点只对关键帧计算CNN特征提取，然后通过一个flow field将关键帧的CNN特征propagte到其他帧去，减少了计算量**（video object detection）**。[11]提出了一种对视频动作进行聚类、标记以及定位的无监督方法**（temporal action localization）**。[12]提出一种时序分段网络，并基于two-stream法进行改进**（action recognition）**。[13]基于[5]提出TPN（temporal preservation networks）模型，将temporal convolution替换为temporal preservation convolution能够在不进行时序池化操作的情况下获得同样大小的感受野而不缩短时序长度，从而更好地保留时序信息**（temporal action localization）**。[14]提出了一种产生动作提议的高效算法**（temporal action localization）**。[15]提出一种管道卷积神经网络，先将一个视频分成clips，分别从clips中产生候选动作管道，然后这些clips中的候选管道进行合理地衔接，最后对这些衔接好的候选管道进行动作检测**（temporal action detection）**。[16]提出了一种时空可变部分模型（SDPM），对每类动作学习出一种时空模式，也就是将这种时空模式与目标动作进行尽可能地匹配**（temporal action localization）**。[17]提出一种多区域的two-stream Faster R-CNN网络，在appearance R-CNN和motion R-CNN中选择多个身体区域（即上半身、下半身和边界区域）来提高帧级动作检测的性能**（temporal action localization）**。[18]提出了一种通过预测待处理的下一帧位置来逐步完成对视频的动作检测**（temporal action localization）**。[19]提出一种对视频帧的层级式的分割表示方法，第一层表示出该视频帧的最基本的分割（root），第二层则更细粒度地将root进行分割表示**（temporal action localization）**。[20]基于对图片的费舍向量表示提出了对视频的近似的正则化费舍向量表示方法**（temporal action localization）**。