### 实验八 BP算法分析与实现

BP算法是由学习过程中信号的正向传播与误差的反向传播两个过程组成。由于多层前馈网络的训练经常采用误差反向传播算法，人们也常把将多层前馈网络直接称为BP网络。BP算法由信号的正向传播和误差的反向传播两个过程组成。BP算法的基本思想是，学习过程由信号的正向传播与误差的反向传播两个过程组成。正向传播时，输入样本从输入层传入，经各隐层逐层处理后，传向输出层。若输出层的实际输出与期望的输出(教师信号)不符，则转入误差的反向传播阶段。误差反传是将输出误差以某种形式通过隐层向输入层逐层反传，并将误差分摊给各层的所有单元，从而获得各层单元的误差信号，此误差信号即作为修正各单元权值的依据。这种信号正向传播与误差反向传播的各层权值调整过程，是周而复始地进行的。权值不断调整的过程，也就是网络的学习训练过程。此过程一直进行到网络输出的误差减少到可接受的程度，或进行到预先设定的学习次数为止。

**实验目的：**加深对BP算法的理解，能够使用BP算法解决简单问题

**实验原理：**BP算法的学习过程由正向传播过程和反向传播过程组成。在正向传播过程中，输入信息通过输入层经隐含层，逐层处理并传向输出层。如果在输出层得不到期望的输出值，则取输出值与期望值的误差的平方和作为目标函数，转入反向传播，逐层求出目标函数对各神经元权值的偏导数，构成目标函数对权值向量的梯度，作为修改权值的依据，网络的学习在权值修改过程中完成。误差达到所期望值时，网络学习结束。

反向传播算法主要由激励传播和权重更新这两个环节组成，通过反复循环[迭代](https://baike.baidu.com/item/%E8%BF%AD%E4%BB%A3/8415523)，直到网络对输入的响应达到预定的目标范围为止。

激励传播。每次[迭代](https://baike.baidu.com/item/%E8%BF%AD%E4%BB%A3/8415523)中的传播环节包含两步：前向传播阶段，将训练输入送入网络以获得激励响应；反向传播阶段，将激励响应同训练输入对应的目标输出求差，从而获得[输出层](https://baike.baidu.com/item/%E8%BE%93%E5%87%BA%E5%B1%82/7202179)的响应误差。

权重更新。对于每个突触上的权重，按照以下步骤进行更新：将输入激励和响应误差相乘，从而获得权重的梯度；将这个梯度乘上一个比例并取反后加到权重上。这个比例将会影响到训练过程的速度和效果，因此称为学习率。梯度的方向指明了误差扩大的方向，因此在更新权重的时候需要对其取反，从而减小权重引起的误差。

**实验内容：**根据BP算法的相关知识，使用Python语言实现一个简单BP算法模型。简单程序示例如下所示：

import numpy as np

def sigmoid(x):#激活函数

return 1/(1+np.exp(-x))

input = np.array([[0.35], [0.9]]) #输入数据

w1 = np.array([[0.1, 0.8], [0.4, 0.6]])#第一层权重参数

w2 = np.array([0.3, 0.9])#第二层权重参数

real = np.array([[0.5]])#真实值

for s in range(0,100,1):

pq = sigmoid(np.dot(w1,input))#第一层输出

output = sigmoid(np.dot(w2,pq))#第二层输出,也即是最终输出

e = output-real #误差

if np.square(e)/2<0.01:

break

else:

#否则,按照梯度下降计算权重参数

#其中,应用链式法则计算权重参数的更新量

w2 = w2 - e\*output\*(1-output)\*pq.T

w1 = w1 - e\*output\*(1-output)\*w2\*pq.T\*(1-pq.T)\*input

#输出最终结果

print(w1)

print(w2)

print(output)

**实验要求：**

1. 输入数据[[0.35], [0.9]]，真实值[[0.5]]，输出数据与真实值的误差使用平方和误差表示。
2. 创建人工神经网络。
3. 参数更新值Δw用链式求导法则求出，最后使得输出数据与真实值的误差小于0.01。