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Abstract:

A new principle allows blind factor recovery. The signal of variables exclusive to a factor can be combined in a contrast (weighted sum) that cancels their factor contributions, leaving only a compound of the variables’ unique variances. Successful contrasts, uncorrelated with any remaining variable, become the signature of factors with at least two unique indicator variables. Pairwise signal cancellation, usually incomplete for variables affected by different factors, nevertheless succeeds for variables with proportional loadings on two factors, which places three cancelling clusters in the plane of two factors. This is recognized by successful cancellation among variable triplets representing the three clusters. The Signal Cancellation Recovery of Factors (SCRoF) algorithm implements these principles, only requiring that each factor has at least two unique indicators, not even requiring having pre-estimated the number of factors. Alternate sparse factor solutions are obtained through a two significance-threshold strategy. The individually estimated factor loadings and factor correlations of each potential solution are globally optimized for maximum likelihood, yielding a χ2 indication of compatibility with observed data. SCRoF is first illustrated with synthetic data from a complex six-factor structure. Actual data then document that SCRoF can even benefit confirmatory factor analysis when the initial model appeared inadequate.
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**Introduction**

Exploratory factor analysis (EFA, e.g., Thurstone, 1947; Tucker & MacCallum ,1997; Mulaik, 2009; Achim, 2020) applies a common factor model to account for observed correlations among variables in terms of a few common factors that inform these variables. Its main interest is that it provides suggestions about the relationship of the variables to their common factors without requiring a previous hypothesis of such relationship, except for the number of factors. This is especially useful in developing knowledge domains. Yet, simple solutions are often hard to achieve as the EFA mathematical model allows all factors to inform all variables, leaving it to the user to apply a subsequent rotation to derive a subjectively acceptable and hopefully parsimonious solution (e.g., Howard, 2016).

Given the estimated number of factors, EFA typically proceeds with estimating each variable’s unique variance, which is then excluded from the correlation or covariance matrix. The resulting reduced matrix is then decomposed into the preset number of orthogonal dimensions that hopefully delimit the complete and sufficient common factor space. The user must then apply a suitable rotation scheme to produce a sound interpretation of the relationship between factors and variables, sometimes modifying the number of factors to achieve this. Different users may reach different solutions for the same data due to different decisions on (a) the number of common factors to retain, (b) the algorithm to estimate the unique variances subtracted from the data matrix, (c) rotating the principal components of the reduced matrix to meaningful latent variables, or (d) nullifying low factor loadings or low factor correlations.

In principle, sparse matrix solutions (i.e. pattern matrices with many null loadings) should be easier to interpret. A few penalization-based procedures to obtain sparse matrix EFA solutions were suggested (e.g., Trendafilov, Fotanella & Adachi, 2017). They however all include at least one parameter to be tuned to the data at hand, which carries an extra level of subjectivity. Yang, Tianzhou, Chuan & Chen (2024) proposed a different approach to sparse matrix solutions based on the assumption that each variable is exclusive to one of the factors, which does not generally apply.

Confirmatory factor analysis (CFA; Jöreskog, 1967, 1978) yields sparse matrix solutions under the common factor model, but the structure of this model must be pre-specified. Its purpose is to validate whether the data matrix could emanate from the specified structure with its parameters optimized. The optimized model becomes the null hypothesis for the observed data, which is assessed by a χ2 fit value that should be not significant for the model to be accepted as consistent with the data, given that the sample size was large enough for an incorrect model to yield a significant χ2. When the initial model is rejected, data-guided exploratory investigations may try to bring the χ2 fit index to non-significance. Alternately, especially for complex domains where not all relevant sources of information are already known, an approximate model may be accepted, despite the χ2 fit suggesting it’s rejection, when alternate fit indicators less affected by sample size, have acceptable values (see Marsh, Balla & McDonald, 1988, for independence of fit indices from sample size).

In brief, sparse factor structures are desirable when possible. CFA often test sparse models but requires pre-specifying the factor structure. It also benefits from a χ2 fit index useful to judge of the consistency of the optimized model with the observed data. EFA only requires specifying the number of factors but typically returns ambiguous dense solution matrices.

Signal[[1]](#footnote-1) Cancellation Recovery of Factors (SCRoF) is proposed herein as a new approach to the common factor model, hybrid between EFA and CFA, to recover the common factors. SCRoF aims at deciphering the actual factor structure behind the observed correlated variables. Like EFA, it does not require previous knowledge of the solution but, unlike EFA, it does not even require prespecifying the number of factors nor does it proceed through matrix decomposition or need any final heuristic rotation. Its only specific requirement to recover the underlying factors and their correlations is that each factor is expressed in at least two exclusive variables. The approach consists in explaining all variables by cancelling their signal, i.e., the information they received from the common factors, irrespective of the unique variance of each variable.

SCRoF was inspired by graph-network approaches to EFA (Cox & Wermuth, 1993, Golino & Epskamp, 2017) that do not proceed by factorization of a reduced correlation matrix. These approaches conceptualize the correlations as links between pairs of nodes (i.e., variables). Their various algorithms form communities of variables sharing high within-community partial correlations while having as few as possible strong between-community partial correlations. Partial correlation is therefore at the heart of these approaches. Reflection on partial correlation was crucial in the development of SCRoF.

In general, the partial correlation of two variables, *A* and *B*, with respect to a third variable *C* is meant to exclude from both *A* and *B* their common variance also shared with *C*, leaving mostly preexisting common variance unique to the pair, along with residual noise. There are two caveats to this. Unless *C* perfectly reflects the underlying common factor, subtracting from both *A* and *B* least-squares determined multiples of *C* only incompletely cancels their information shared with *C*. Furthermore, “decorrelating” both *A* and *B* from *C* injects into each some of the noise part (unique variance) of *C*, inducing some correlation between *A* and *B* due to such shared noise. While the regression residuals of *A* and *B* (i.e., *A* and *B* “decorrelated” from *C*) become orthogonal to variable *C* (its signal plus its noise), these residuals remain correlated even the three variables share information from a single common factor. This is illustrated in Table 1 with three normalized variables each loading √.5 on their only common factor, resulting in correlations of .5 between *A,* *B* and *C*. It can be observed that the both residuals (decorrelated variables *A*-.5*C* and *B*-.5*C*) have a null correlation with *C* (sum of cross products over the four dimensions) and yet remain correlated .33 due to a coordinate product of .125 on the common factor and another .125 on *C* uniqueness, with the sum of products adjusted for the residuals sums of squares of .75.

[ Insert Table 1 about here]

This raises the question of how information from a common factor could be correctly removed from other variables to assess whether the latter share some other common source of information. This is worth a closer diagnostic. In general, decorrelating *A* from *C* amounts to projecting *A* on *C*, keeping only the residual part, which is orthogonal to *C* (as a whole) but not to its signal part. When both variables are normalized to unit length, the projection of *A* on *C* amounts to *rACC*, where *rAC*, the correlation[[2]](#footnote-2) of *A* and *C*, is the product of their respective loadings, namely *a* and *c*, on their common dimension. Properly removing this shared signal from *A* would rather require subtracting *aC*/*c* from *A*, where *C/c* brings the shared signal in *C* to unit length and multiplication by *a* brings it back to the corresponding signal length in *A*. In brief, partial correlation weight *C* by *rAC*=*ac* (both less than 1.0) while the required weight is larger at *a/c*. Thus, what is subtracted from *A* in “decorrelating” it from *C* does not remove all of *A*’s loading on the common dimension, but only a fraction that is *c*2 too small (although the fraction *c* is unknown) thus incompletely cancelling the part of *A* on the shared dimension (its signal).

The correct weight, *a/c*, cannot be calculated directly but its correct value resulting in a noise-only contrast that can be recognized by absence of correlation of the contrast with any other variable. As for not injecting predictor *C*’s noise into both decorrelated *A* and *B*, this may be achieved by decorrelating the other variable using a different predictor, *D*, also exclusive to the same factor, after having verified that *C* and *D* can form a contrast uncorrelated to any other variable.

These observations led to identifying signal cancellation as a signature for any factor that has at least two exclusive variables. This allows a radically new approach to EFA, here named SCRoF, that does not even require pre-specifying the number of factors. The principle is that two variables exclusive to a factor can always be combined to cancel their signal, retaining only a combination of their noise parts that does not correlate with any other variable.

***Signal Cancellation Recovery of Factors: Principle & Procedure Outline.***

***Signal Cancellation.*** From the geometric point of view on the common factor model, the signal provided by k factors occupies only k dimensions. In particular, the signal of all variables exclusive to the same factor occupies a single dimension, that of the factor within the multidimensional data space. Signal cancellation thus identifies a factor when a suitable combination of two of its exclusive variables leaves only a combination of their respective unique variances, uncorrelated with any remaining variable. Importantly, two variables along different directions in the common factor space cannot be combined to completely cancel their common signal. Even their best contrast retains correlations with some remaining variables. The complete signal of a variable simultaneously informed by *k* factors can, however, be cancelled by *k* other variables each informed exclusively by one of the *k* factors.

As an example of pairwise signal cancellation, let us say that *A* and *B* are exclusive to the same factor and that *A* loads 0.6 and *B* 0.8 on this factor. The difference between *A* and (6/8)\**B* (in either direction) then cancels the factor contribution to both *A* and *B*. Indeed, looking at *A* and *B* as having respective coordinates (0.6, 0.8, 0) and (0.8, 0, 0.6) on three orthogonal axes, the signal dimension followed by two noise dimensions, the weighted sum *A*-(6/8)*B*, called a *contrast*, has coordinates (0, 0.8, ‑0.45). The successful contrast of two variables reflecting the same factor thus loads 0 on the common factor and consists only in a combination of their two orthogonal noise components, lying outside the common factor space.

Two variables found to cancel their mutual signal are thus likely exclusively informed by a common factor, but this conclusion is not warranted. Two variables that would load proportionally on the same two factors are also colinear with the origin and can thus mutually cancel their respective composite signals. This direction and those of the two bona fide factors constitute a single plane in the factor space. Yet only two of the three directions in a common plane can be independent factors. One of these directions must be acknowledged as consisting of bifactorial variables.

***Orphan variable exclusion.*** Since signal cancellation is recognized by the absence of significant correlations with any variable outside those in the contrast, it is important procedurally to have first excluded any variable that shares no common variance with the others. Such variables are here called orphan variables. Apparent success at pairwise cancellation would easily result from giving an orphan variable a huge weight relative to that of the other variable. Such contrast would indeed inherit all the non-significant correlations of the orphan variable, but this would incorrectly identify any common factor. SCRoF thus first excludes any variable having no correlation significant at *p* ≤ .001 (after correcting for the number of tests). Such variables, if any, will be given null weights in the factor solutions reported.

***Signal cancellation assesment.*** SCRoF then uses non-linear optimization to attempt signal cancellation on all pairs of remaining variables through contrasts of the form *wA-B*, finding the weight *w* that minimizes the correlations of the contrast with all remaining variables. The actual minimization bears on the largest absolute value of these correlations. Following optimization, all correlations are combined into a χ2 value that provides a test statistic for the null hypothesis that that the two variables are colinear with the origin and a between-variable distance for subsequent clustering of the variables into common factors.

The reasoning for the χ2 value is as follows. As a rule, expected null values divided by their standard error become *z* scores. For expected null correlations, the standard error is 1/√(*N*-1), yielding *z* = *r* √(*N*‑1). Also, a squared *z* score, notably here *z*2 = (*N*-1) *r*2, is a χ2(1) (i.e., chi-square with one degree of freedom). The sum of *k* independent χ2(1) is distributed as χ2(*k*) under the null hypothesis. Here *k* would be the number of correlations of the optimized signal cancellation contrast with the remaining variables, i.e., *k* = 8 for pairwise signal cancellation attempts within a dataset of 10 variables.

***Variable clustering.*** All variables exclusive to the same common factors may be regrouped by cluster analysis. The requirement for clustering of variables into a common putative factor is that all pairs of variables within a cluster should be able to mutually cancel their respective signal. This calls for *complete* clustering, for which the distance between two sub-clusters is the maximal distance between pairs of variables from each cluster. The fusion of two sub-clusters is therefore forbidden by any significant χ2 between variables from different sub-clusters after adjusting for the number of tests. Indeed, a failure of pairwise signal cancellation, documented by a significant χ2, implies that at least two common factors are involved in that pair, which forbids the fusion of their respective clusters as a set of variables all exclusively influenced by the same factor.

***Coplanar clusters.*** As already mentioned, successful variable clustering does not guarantee that they share signal from the same common factor. A cluster of two variables having proportional loadings on two factors must however be coplanar with the two clusters of variables exclusive to one or the other of these two bona fide factors. This implies that the number of factors might be less than the total number of clusters emanating from the hierarchical clustering based on pairwise signal cancellation.

To identify the presence of coplanar clusters, all triplets of clusters, at least one of which has only two variables, are tested for possible coplanarity, which involves that any pair of variables from two of these clusters can cancel the signal of any variable from the remaining cluster. Failure of cancellation implies that the three clusters tested occupy three dimensions and thus form three distinct factors. When collinearity is detected between three clusters, the variables of one two-variable cluster are deemed multifactorial, just as are any other variable that entered no cluster. If two or all three coplanar clusters have only two variables, parallel scenarios are developed in which a different two-variable coplanar cluster loses its factor status.

***Multifactorial variables.*** The variables not already associated with a factor are then individually explained through cancellation of their signal by two or more variables that represent distinct factors, again asserting signal cancellation success by lack of correlation of the optimized contrast with the remaining variables. For instance, for a variable *V* whose signal is a sum of two factors respectively represented by variables *A* and *B* and by variables *E*, *F* and *G*, cancellation of the signal of *V* would be achieved by a contrast opposing *V* to a suitably weighted sum of *A* and *E* or of any other pair representing each factor.

Whether the signal cancelling variables (or their respective factors) are correlated or not has no effect on this procedure. Geometrically, signal cancellation amounts to reaching the signal vector of *V* by combining suitable lengths along the two factors that inform *V*, thus using their directions, and then subtracting *V* from the weighted sum of the variables whose respective signal has the direction of their own factor.

***Factor loadings.*** All factor loadings are derived from the optimal signal cancellation weights along with the observed correlations between the variables. For signal cancellation within a pair of normalized variables *A* and *B*, let their respective loadings be *a* and *b*. The expected *rAB* correlation is then the product of *a* and *b*. That weight *w* cancels the signal in the combination *wA-B* implies that *wa*=*b*. Substituting *wa* for *b* in *rAB*=*ab*, one gets *rAB*=w*a*2, *a*=√(*rAB*/*w*), and *b*= *rAB/a*.

For a multifactorial variable *V* whose signal is cancelled by variables *B* and *G*, already established to load *b* and *g* on their respective factors, the successful contrast is *wbB*+*wgG*-*V*, such that the loadings are obtained by *wbb* and *wgg*. This is because the optimal weights act by scaling the signal parts of the two cancelling variables.

The average is used when the same variable loading is multiply estimated from its signal cancellation with all possible alternate variables. At this point, the sparse pattern matrix is completed with good estimates of the respective loadings.

***Factor correlations.*** Elaboration of the factor correlation matrix also relies on the SCRoF requirement that each factor is represented by at least two exclusive variables. Although correlation significance is based on the first significance test of the canonical correlation applied to the clustered variables of two factors, the corresponding first canonical correlation underestimates the correlation between these factors due to the presence of residual noise. Rather, following the principle that the correlation between two variables is the product of their respective loading further multiplied by the correlation between their factors, a good correlation estimate is obtained from the weight that brings the vector of products of between-factor loadings closest to the vector of between-factor variable correlations: Placing in vector *O* the *observed* cross correlations of the variables representing the two factors and in vector *P* the corresponding *products* of loadings, the factor correlation *r* minimizes the sum of squares of *O*-*rP*.

Non-significant correlations are then nullified using a false discovery rate strategy (FDR; Benjamini & Hochberg, 1995). FDR implies ordering the *p* values for all pairs of factors from the most to the least significant and correcting each *p* value for assessing the maximum correlation among all not yet assessed correlations. For, say, five factors, there would be 10 correlations. The most significant observed probability, *p*10, is transformed into 1-(1-*p*10)10. The next most significant probability becomes 1-(1-*p*9)9, and so on down to a not significant adjusted *p* value. All following tests are automatically also declared not significant.

As discussed below, two significance thresholds are used, bracketing a zone of higher risk of incorrect decision. All clearly non-significant correlations are first nullified while all clearly significant correlations are maintained. All subsets of correlations that have an adjusted *p* between the two limits, if any, are nullified in alternate factor correlation matrices.

***Global optimization.*** Mimicking CFA, the resulting sparse pattern factor and correlation matrices of each alternate possible solutions are finally globally optimized for maximum likelihood using their current values as initial parameter estimates and yielding a χ2 fit index to assess compatibility of the observed data with the model. To prevent purely opportunist fixation of the unconstrained loadings of an orthogonal doublet factor, these are set at the square root of the observed correlation, excluded from the global optimization but included in the model χ2 fit.

To prevent aberrant solutions, the criterion evaluation function returns a huge value for a parameter combination that brings a variable community above .99 or a factor correlation above .95 or that results in a population correlation matrix with a negative determinant. A solution with a parameter just below these limits is likely incorrect, which is acknowledged by forcing the corresponding χ2 fit to indicate incompatibility between that solution and the data.

***Alternate Scenarios.*** Alternate factor structure scenarios have already been mentioned about which coplanar clusters to disqualify as a bona fide factor. Alternate scenarios were also implied in nullifying subsets of factor correlations with uncertain significance. The two-threshold strategy also creates alternative factor structure solutions at the variable grouping stage that specifies the factor pattern matrix, i.e. for deciding on variable clustering and on coplanarity detection, as well as on the number of factors informing multifactorial variables.

***Other statistical considerations.***To resist both type I (false positive) and type II (false negative) errors, SCRoF uses two statistical thresholds, namely .001 and .25. Obtaining p ≤ .001 for a statistical test causes rejection of the current null hypothesis. Similarly, *p* ≥ .25 makes the scenario consider that the null hypothesis holds. When .001 < *p* < .25, both decisions are considered in alternate processing scenarios. For instance, two sub-clusters with their worst signal cancellation pair yielding p = .09 will be grouped together in one scenario and kept as distinct clusters in another.

When several cluster fusions are thus statistically undecided, all subsets of statistical decisions are considered in separate scenarios. This could however substantially reduce the number of factors when several undecided groupings are simultaneously excluded. To prevent exploring solutions with clearly too few factors, scenario creation is rejected if it would involve fewer than the minimum number of required dimensions as assessed with the Next Eigenvalue Sufficiency Test (NEST; Achim, 2017). This statistically based method was documented not to exceed its nominal type I error rate. The latter is here set at .001, meaning that a k-factor model is rejected as insufficient only if the empirical probability of the next eigenvalue (i.e., at rank k+1) is less than this low threshold, which strongly limits the risk of overestimating the number of required dimensions.

Many statistical tests in SCRoF apply to an observed maximum. For instance, in deciding if a sub-cluster of two variables may be aggregated with another of three variables, it will require that all six signal cancellation χ2 involving one variable from each sub-cluster be not significant. The test is thus applied on the most significant of these six χ2. The associated probability *p* is then converted to a *net probability* as 1-(1-*p*)*s*, where *s*, here six, is the number of statistics over which the maximum was retained. With ten variables, for instance, the contrast of each pairwise signal cancelling attempt is correlated with the eight remaining variables; these correlations are transformed into z2 which are summed to form a χ2 with eight degrees of freedom. If the maximum of the six χ2(8) was, say, 27.0 which has an associated *p* of .0007, this raw probability would become a net probability of 1-.99936 = .0042 that all six χ2 are at or below the observed maximal value. In such a case, this net probability would cause the aggregation of the two clusters to be both allowed and prevented in parallel scenarios.

**Illustrations**

SCRoF performance is first illustrated with simulated data using a voluntary complex factor structure. This will be followed by comparing SCRoF to CFA on data used to illustrate SEM in a popular multivariate statistics manual (Tabachnick & Fidell, 2019).

**Illustrative Example: Difficult Factor Structure**.

***Condition***. SCFA is first illustrated with an arbitrarily defined 6-factor structure deliberately challenging for standard EFA techniques. It contains two orphan variables, two doublet factors (one correlated and the other orthogonal to remaining factors), a pair of variables with proportional loadings on two factors and another variable loading on three factors. In specifying this factor structure, two concessions were made, namely that each factor should have at least two exclusive indicators, as required for SCRoF, and that each variable should have a community of at least 0.25. The arbitrary ‘population’ factor loadings are given in the left part of Table 1 and their arbitrary correlations in the left part of Table 2. The right part of these Tables gives the apparently preferable solution (see discussion). The side-to-side presentations are aimed at facilitating appreciation of SCRoF performance.

[Insert Tables 2 and 3 about here]

The population signal eigenvalues (exclusive of unique variances) are 2.51, 1.50, 0.89, 0.77, 0.52, and 0.26. The eigenvalues of the population correlation matrix are 2.96, 2.13, 1.42, 1.40, 1.13, 1.00, 1.00, 0.93, 0.73, 0.72, 0.70, 0.70, 0.67, 0.60, 0.59, 0.58, 0.47, and 0.29. The two 1.00 for the sixth and seventh population eigenvalues are due to the orphan variables. Given the complexity of this factor structure, sample size was set at N=2000 to clearly illustrate SCRoF.

Unpublished subsequent analyses of five datasets with N=1000 provided essentially the same results, with the correct solution having *p* > .39 in four samples. The remaining dataset contained the correct solution with χ2(94) = 119.21, *p* = .041, which happened to be the best fit among all reported scenarios.

***Results.*** Details of the SCRoF output are provided as supplementary material. The initial clustering of pairwise cancellation gave seven clusters (see Figure 1). Clear coplanarity was detected, with no sign of cancellation failure (*p* = .85) of the variables of one coplanar cluster by the other two. The coplanar clusters consisted of (v4,v5), (v6,v7) and (v8,v9). Although scenarios with v4 and v5 made bifactorial were present in the reports of all five datasets with N=1000, the present test data yielded no such scenario statistically consistent with the data, which is likely due to a factor correlation estimated to .85 that would exist if the factors for this plane were the other two clusters.

Making v8 and v9 bifactorial implied a correlation of .54 between the remaining two coplanar clusters. Rather making variables 6 and 7 bifactorial implied orthogonality between the remaining two clusters, justifying preference for this factor structure. We therefore considered the cluster of variables 4 and 5 as factor F2 and that of variables 8 and 9 as factor F3.

There were four scenarios with v6 and v7 as bifactorial. Two of them, differing only by one factor correlation, were equivalent to the other two but were reached through different paths, one with v6 and v7 not clustered together and one where their coplanar cluster became bifactorial. Nullifying the uncertain correlation of -.056 between F1 and F6 gave one extra degree of freedom at the cost of a modest increase of 1.03 in the associated χ2. The solution preferred for the orthogonality of one of its pairs of factors and for one extra degree of freedom has χ2(94) = 109.20, *p* = .135. Its clustering dendrogram if depicted in Figure 1. This happens to be the correct solution although we would not know that.

[Insert Figure 1 about here]

***Conclusion.*** Although SCRoF requires no user preference or guess for analyzing the data, it may provide several solutions statistically consistent with the data. It is then appropriate to discuss these alternatives, providing reasons for preferring one of them. For this complex synthetic example, we retain that the correct solution was among the scenarios qualified at *p* > .05. A statistically viable alternative existed for delimiting the three clusters plane. As the two factors subtending this plane would correlate .54, the two orthogonal factor description of the plane was preferred in absence of theoretical considerations that would suggest otherwise.

***Real Data Example***

We next illustrate (a) that large sample sizes are not a particular requisite of SCRoF compared to alternate EFA methods and (b) that signal cancellation can bring extra constraints on CFA solutions when the original model needs modification.

In Chapter 14 of Tabachnik & Fidell (2019), author J.B. Ullman used 11 WISC subscales data from 177 learning disabled children to illustrate structural equation modelling. Two outlier cases, one univariate and one multivariate, were removed. The data were initially modelled as reflecting two correlated factors, where the first six subscales are taken as pure indicators of Verbal intelligence and the last five as pure indicators of Performance intelligence. This model did not fit the data, with χ2(43) = 70.2 (*p* =.0054). LISREL suggested adding a link from Performance intelligence to Comprehension, which brought the fit to χ2(42) = 60.3 (*p* =.033). As Coding did not load significantly on Performance intelligence, its further removal yielded the final model with χ2(33) = 45.0 (*p* = .08).

***Hypothesis.*** Adopting the signal cancellation point of view, this solution implies that no other variable could singly cancel the bifactorial signal of Comprehension, it being the only bifactorial variable in the model. SCRoF should confirm this prediction if the solution is correct and all other variables are indeed unifactorial. The SCRoF analysis was based on the covariance matrix reported in Tabachnick & Fidell (2019), page 576-578.

[Insert Figure 2 about here]

***Results.*** SCRoF excluded Coding as an orphan variable and retained three scenarios. As illustrated in Figure 2, v2 and v4 (respectively Comprehension and Similarities) unambiguously cancel their respective signal in this sample (χ2(8) = 5.65, *p* = .69). One scenario with χ2(34) = 55.0, *p* = .013, corresponds to the initial CFA model, exclusive of Coding, with all indicators unique to their factor. The other two scenarios rejected the clustering of Comprehension and Similarities with the other indicators of Verbal intelligence. One of them, with χ2(32) = 37.7, *p* = .23, had this cluster coplanar with the Verbal and Practical intelligence factors that correlated .48. The two extra degrees of freedom used compared to the initial model decreased χ2 by 17.3, *p* = .00017. This is the preferred solution as the third scenario, despite a similar fit (χ2(32) = 38.3, *p* = .21), proposed a less parsimonious three factor model in which the extra doublet factor informing Comprehension and Similarities would correlate .91 with the Verbal and .75 with the Performance factors. The preferred two-factor solution is presented in Table 4, along with the final textbook solution.

[insert Table 4 about here]

***Conclusion.*** By finding unambiguous signal cancellation of Comprehension by another variable, namely Similarities, SCRoF invalidates the earlier SEM solution for this sample by indicating that Comprehension and Similarities have proportional enough loadings on both the Verbal and Performance factors for these to mutually cancel their signal.

**Discussion**

The principle of signal cancellation allows a radically new approach to EFA in which factors are individually identified from pairs of their unique indicator variables. Once the unifactorial variables are associated with their respective common factors through pairwise signal cancellation, the remaining multi-factor dependent variables are explained by cancelling their composite signals by subsets of unifactorial variables. Contrary to the standard EFA model that allows all factors to affect all variables, this approach naturally produces sparse solutions. These rotation-free solutions are blindly produced, without any user intervention not event to specify the number of factors.

The SCRoF two-threshold approach, however, may yield several solutions consistent with the data. Thus, the user’s judgement and preferences expurgated from classical EFA procedures may reappear following SCRoF analysis in discussing the relative merit of alternate solutions. When more than one viable scenario is reported, the recommended practice is to report all those compatible with the data, and to discuss the reason to prefer one over the others. Nothing however prevents simply acknowledging that the data are compatible with a few theoretically distinct solutions, especially if this suggests further research to select among them, like to document the necessity of an extra parameter.

The present experience with SCRoF already indicates that, along with the χ2 fit probability of the data given the model, assessing the merits of alternate solutions should consider model parsimony and between-factors correlations. The 6-factor synthetic example illustrated that the correct solution was among those not rejected by the χ2 test, although other solutions could have presented better fits. For instance, a developing version of SCRoF that still allowed aberrant solutions (by not preventing an orthogonal doublet factor to further inform a multivariate variable nor penalizing solutions with loadings topped at .99) produced a solution whose χ2 fit exceeded that of the correct one by 16.7 for 2 degrees of freedom (*p* < .0003). In that case, the “statistically better” solution could be rejected as aberrant on two grounds, but this provided a lesson that it could be misleading to blindly prefer a solution simply because its is significantly better than another one also compatible with the data. More experience and debates among experts will be required on the ensuing question of how large a fit improvement must be, between two otherwise sound and statistically acceptable models, to carry its preference over the more parsimonious alternative. In the real data example, the model with two bifactorial variables would not have been so easily preferred if the initial model (all variables depending on a single factor) had shown a fit probability above .05, even if the former appeared significantly better with, say, *p* = .03. Such result would rather call for further research.

The SCRoF prerequisite that each factor has two unique indicator variables can be falsified by failure to explain some variables through signal cancellation. But this prerequisite should not be considered proven by the occurrence of scenarios compatible with the data. In a bifactor model (Holzinger & Swineford, 1935), for instance, each variable is considered affected by two factors, a general factor that is common to all variables and a factor specific to each non-overlapping subset of variables, where all factors are assumed orthogonal. Fairly equal loadings of the general and specific factors would imply that each subset of bifactorial variables is nearly colinear with the factor space origin. SCRoF would then provide a solution that satisfactorily explain the data as depending only on the set of specific factors, although these would be highly correlated. In a sense, the underlying bifactor model is a solution that further explains what causes the factors to be correlated. It remains the responsibility of the user to assume that each factor has at least two unique variables. Should however the loadings of the general and specific factors deviate markedly form proportionality, SCRoF would be expected to fail to produce any solution statistically consistent with the data.

Besides its two-unique-variable requirement, SCRoF relies, like other factoring approaches, on the assumption of additive effects of the common factors on multivariate indicators. Assuming that the underlying factor scores are symmetrically distributed, skewed variable distributions should be attributable to the measurement instrument (surface skewness), which could distort factor level additivity. A ghost factor appears, for instance, to account for the higher correlations between same-skewness variables than opposite-skewness variables that all depend on the same factor (e.g. Brandenburg, 2024). It is therefore good practice to apply symmetrizing transformations before factoring the data, be it by EFA, by SCRoF or by CFA. Preliminary inspection of the data and eventually variable transformations remain strongly recommended, even for SCRoF.

No consideration has yet been given to missing data handling. Further work could assess SCRoF robustness to different proportions of missing data and offer proposal for adjusting the sample size associated with the resulting correlation matrix. But the two-threshold approach would likely immunize SCRoF from serious distortions.

Factor-score generation is another question awaiting development from the signal cancellation perspective. A question to clarify is: Under what conditions is it better to only combine variables exclusive to the given factor? This could be rephrased as: When and how is it possible to reduce the error variance of factor scores by incorporating variables that are partly informed by the target factor without contaminating these scores by the other factors that also inform these variables?

Finally, it seems that the signal cancellation approach could be extended to provide sparse EFA solutions when some or all factors do not have two exclusive indicator variables. The common factor space could be reliably delimited although the factors themselves would remain unconstrained within that space.

**Availability**

MATLAB code for SCRoF is available on MATLAB File Exchange at <https://www.mathworks.com/matlabcentral/fileexchange/177674-signal-cancellation-recovery-of-factors>.

An R version of SCRoF by P.-O. Caron, Université TÉLUQ, ([Pier-Olivier.Caron@Teluq.ca](mailto:Pier-Olivier.Caron@Teluq.ca" \t "_blank)) will shortly be available on github (<https://github.com/quantmeth/SCA>), and eventually on CRAN (the SCA package), along with a true partial correlation function based on signal cancellation.
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Table 1. Coordinates of three variables and their combinations on their common factor and three unique sources of variance demonstrating inadequacy of partial correlations, here retaining a correlation of .33 = (.125+.125)/.75.

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| Variable | Orthogonal sources of information | | | | Sum of squares |
| Common | A uniqueness | B uniqueness | C uniqueness |
| A | √.5 | √.5 | 0 | 0 | 1.0 |
| B | √.5 | 0 | √.5 | 0 | 1.0 |
| C | √.5 | 0 | 0 | √.5 | 1.0 |
| .5C | .5√.5 | 0 | 0 | .5√.5 | .25 |
| A-.5C | .5√.5 | √.5 | 0 | -.5√.5 | .75 |
| B-.5C | .5√.5 | 0 | √.5 | -.5√.5 | .75 |
| (A-.5C)(B-.5C) | .125 | 0 | 0 | .125 |  |

Table 2. Population (left) and SCRoF ‘preferred’ solution (right) for synthetic data with N=2000.

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| Variable rank | Population common factors | | | | | | |
| 1 | 2 | 3 | 4 | 5 | 6 | |
| 1 | **.5** | 0 | 0 | 0 | 0 | 0 | |
| 2 | **.6** | 0 | 0 | 0 | 0 | 0 | |
| 3 | **.55** | 0 | 0 | 0 | 0 | 0 | |
| 4 | 0 | **.5** | 0 | 0 | 0 | 0 | |
| 5 | 0 | **.6** | 0 | 0 | 0 | 0 | |
| 6 | 0 | **.5** | **.75** | 0 | 0 | 0 | |
| 7 | 0 | **-.4** | **-.6** | 0 | 0 | 0 | |
| 8 | 0 | 0 | **.5** | 0 | 0 | 0 | |
| 9 | 0 | 0 | **.6** | 0 | 0 | 0 | |
| 10 | 0 | 0 | 0 | **.5** | 0 | 0 | |
| 11 | 0 | 0 | 0 | **.6** | 0 | 0 | |
| 12 | 0 | **.4** | **.6** | **.4** | 0 | 0 | |
| 13 | 0 | 0 | 0 | 0 | **.5** | 0 | |
| 14 | 0 | 0 | 0 | 0 | **.8** | 0 | |
| 15 | 0 | 0 | 0 | 0 | 0 | **.5** | |
| 16 | 0 | 0 | 0 | 0 | 0 | **.8** | |
| 17 | 0 | 0 | 0 | 0 | 0 | 0 | |
| 18 | 0 | 0 | 0 | 0 | 0 | 0 | |
| Variable rank | SCRoF solution common factors | | | | | | |
| 1 | 2 | 3 | 4 | 5 | 6 |
| 1 | **.54** | 0 | 0 | 0 | .0 | .0 |
| 2 | **.58** | 0 | 0 | 0 | 0 | 0 |
| 3 | **.54** | 0 | 0 | 0 | 0 | 0 |
| 4 | 0 | **.47** | 0 | 0 | 0 | 0 |
| 5 | 0 | **.58** | 0 | 0 | 0 | 0 |
| 6 | 0 | **.47** | **.76** | 0 | 0 | 0 |
| 7 | 0 | **-.36** | **-.63** | 0 | 0 | 0 |
| 8 | 0 | 0 | **.53** | 0 | 0 | 0 |
| 9 | 0 | 0 | **.61** | 0 | 0 | 0 |
| 10 | 0 | 0 | 0 | **.45** | 0 | 0 |
| 11 | 0 | 0 | 0 | **.59** | 0 | 0 |
| 12 | 0 | **.39** | **.60** | **.42** | 0 | 0 |
| 13 | 0 | 0 | 0 | 0 | **.45** | 0 |
| 14 | 0 | 0 | 0 | 0 | **.81** | 0 |
| 15 | 0 | 0 | 0 | 0 | 0 | **.61** |
| 16 | 0 | 0 | 0 | 0 | 0 | **.61** |
| 17 | 0 | 0 | 0 | 0 | 0 | 0 |
| 18 | 0 | 0 | 0 | 0 | 0 | 0 |

Table 3. Arbitrary correlations applied to the factors in the population (left) and in the SCRoF ‘preferred’ solution (right).

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| 1 | **.4** | **-.3** | 0 | **.4** | 0 |
| .4 | 1 | 0 | **-.3** | **.3** | 0 |
| -.3 | 0 | 1 | 0 | **-.5** | 0 |
| 0 | -.3 | 0 | 1 | 0 | 0 |
| .4 | .3 | -.5 | 0 | 1 | 0 |
| 0 | 0 | 0 | 0 | 0 | 1 |

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| 1 | **.48** | **-.26** | 0 | **.35** | 0 |
| .48 | 1 | 0 | **-.29** | **.29** | 0 |
| -.26 | 0 | 1 | 0 | **-.50** | 0 |
| 0 | -.29 | 0 | 1 | 0 | 0 |
| .35 | .29 | -.50 | 0 | 1 | 0 |
| 0 | 0 | 0 | 0 | 0 | 1 |

Table 4. Final textbook CFA solution to the 10 WISC subscales (after deleting Coding) and best SCRoF solution. Thei factor correlation is.59 for CFA and .48 for SCRoF.

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| Variable | | CFA | | SCRoF | |
| Rank | Name | Verbal | Performance | Verbal | Performance |
| 1 | Information | **.78** | 0 | **.79** | 0 |
| 2 | Comprehension | **.50** | **.30** | **.47** | **.35** |
| 3 | Arithmetic | **.56** | 0 | **.57** | 0 |
| 4 | Similarities | **.70** | 0 | **.55** | **.25** |
| 5 | Vocabulary | **.78** | 0 | **.78** | 0 |
| 6 | Digit Span | **.40** | 0 | **.41** | 0 |
| 7 | Picture Completion | 0 | **.62** | 0 | **.63** |
| 8 | Picture Arrangement | 0 | **.45** | 0 | **.45** |
| 9 | Block Design | 0 | **.67** | 0 | **.64** |
| 10 | Object Assembly | 0 | **.58** | 0 | **.58** |

Figure captions

Figure 1. Variable clustering dendrogram based on pairwise signal cancellation, for the preferred solutions in which v6, v7 and v12 are multifactorial. The initial cluster of v6 and v7 is marked by grey lines.

Figure 2. Variable clustering dendrogram expressing pairwise signal cancellation among the 10 retained WISC subscales, which clearly shows the mutual signal cancellation of Comprehension (v2) and Similarities (v4).

Fig.1

![](data:image/x-emf;base64,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)

Fig.2

![](data:image/x-emf;base64,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)

Supplementary material: Using SCRoF

The resent analysis was performed with the MATLAB version of SCRoF. Its messages are in French, but it should be easy to figure out their meanings. The upcoming R version of SCRoF might set all messages in English.

SCRoF receives data as input. Here, ‘dat’ was a matrix of size (2000,18). Since SCRoF operates on the data correlation matrix, its input may alternately be a correlation or a covariance matrix along with sample size. In the MATLAB version, the input matrix has no header; the variables are only referred to by their rank. The SCRoF function returns a structure (here named ‘AS’) that contains the details of all explored scenarios along with several intermediate results. SCRoF terminates by printing a list of scenarios of interest, along with details that characterize each. These are all the explored scenarios compatible with the data (*p* >.001) except for the first listed scenario that is reported irrespective of its fit with the data. This first scenario has all clusters from pairwise signal cancelation, even in the presence of clear coplanarity, and is included to ease access to the correlations between all initial clusters. An associated command, described later, prints the solution associated with a given line number. SCRoF printed output for this complex illustrative example is here presented and commented. Simpler data structures, however, usually come with much fewer output lines,

>> AS=SCRoF(dat);

NEST indique au moins 5 fct, suggère 5, AP\_50\_95 suggèrent 5 5 fct

Scénarios d'intérêt:

1: p=0.0000 X2(97)=1622.830 VG1 FC1 7f Grappes VG2 plan:(0.828:2,3,4)

2: p=0.1122 X2(93)=109.831 VG2 FC1 6f Initial

3: p=0.1345 X2(93)=108.169 VG3 FC1 6f Grappes VG1

4: p=0.1352 X2(94)=109.203 VG3 FC2 6f "

5: p=0.0612 X2(93)=114.934 VG5 FC1 6f bf:8,9 Coplan VG1

6: p=0.1253 X2(93)=108.827 VG6 FC1 6f bf:6,7 Coplan VG1

7: p=0.1461 X2(92)=106.309 VG8 FC1 6f MultiSatur VG2

8: p=0.0747 X2(94)=114.432 VG9 FC1 6f bf:8,9 Coplan VG4

9: p=0.0751 X2(95)=115.484 VG9 FC2 6f "

10: p=0.1334 X2(93)=108.249 VG10 FC1 6f bf:6,7 Coplan VG4

11: p=0.1352 X2(94)=109.203 VG10 FC2 6f "

12: p=0.0717 X2(92)=112.545 VG12 FC1 6f bf:8,9 MultiSatur VG5

13: p=0.1483 X2(92)=106.170 VG13 FC1 6f bf:6,7 MultiSatur VG6

14: p=0.0714 X2(93)=113.695 VG15 FC1 6f bf:8,9 MultiSatur VG9

15: p=0.0723 X2(94)=114.696 VG15 FC2 6f "

An associated procedure, SCRoFreport, prints the matrices of factor loadings and correlations when provided with the SCRoF output structure and a scenario line number. It also paints the clustering dendrogram of the specified scenario in which variables within a common cluster are linked with wider lines. These lines are grey, rather than black, for a cluster that the scenario made bifactorial. A variable that never belonged to a cluster starts with a thin black link.

Interpreting scenario lines.

Before discussing the merits of these various possible solutions, it is appropriate to describe the appearance of each line. The first output line appears on the screen early in SCRoF processing. It estimates the number of factors using NEST (Achim, 2017). The minimum number of factors is set by rejecting with *p* < .001the null hypothesis that k factors are sufficient, meaning that the eigenvalue at rank k+1 of the data is larger than all corresponding eigenvalues from 1000 surrogate datasets generated with a suitable k-factor model. SCRoF will explore no scenario that would include fewer factors than this minimum number. Additional estimations on the same line are given for information only. One is the usual, less conservative, NEST suggestion rejecting insufficient models at *p* < .05. This is followed by two parallel analysis (Horn, 1965) suggestions respectively using the 50th and 95th centiles of 1000 datasets generated with a null factor model. For the present data, all those indices underestimate to 5 the number of factors.

Each "Scénarios d'intérêt” output line starts with the scenario identifier number followed by its fit probability, degrees of freedom and X2 values. Then ‘VG’ is followed by a number that indicates the corresponding entry into the field VG (for Variable Grouping) of output structure AS. This is provided to ease consultation of the AS structure if required. These VG numbers should not be confused with the printed scenario identifiers. This is followed by ‘FC’ and a factor correlation variant rank. ‘FC1’ has all correlations significant at *p* < .25. Further ‘FC’ values for the same VG number involve withdrawal (nullifying) of some subset of correlations whose significance lies between the two statistical thresholds, hence with a correspondingly larger number of degrees of freedom. The line continues with the number of factors in the scenario (e.g., ‘6f’).

Lines with ‘FC1’, i.e. those introducing a new variable grouping, are completed by further information concerning the variable grouping. For a scenario in which coplanarity is acknowledged, the initially clustered variables that became bifactorial are listed next (e.g. ‘bf:8,9’). Then comes an indication of the procedure that created the scenario followed (except for procedure ‘Initial’) by the variable grouping from which it was derived. This initial scenario, here listed in line #2, consists exclusively of the unambiguous clusters (i.e., all clustering with *p* > .25).

Line #1, that here ends with ‘7f Grappes VG2 plan:(0.828:2,3,4)’, describes the first scenario produced with the maximum number of clusters observed. This was created while managing the clustering (‘Grappes’) parameters, where a cluster was added upon acceptance of the clustering of two variables (later discovered to be v6 and v7) that mutually cancelled their signal with a probability between the two thresholds. The AS output structure contains information that this was *p* = .0294. The ‘VG2’ part of this line indicates that this was derived from the scenario that has ‘VG2’ immediately after its fit values, namely here line #2.

Line #1 provides some extra information about its clusters that share a coplanar relationship. This information starts with the adjusted worse probability of signal cancellation of the variables in the cluster named last by those in the other two clusters. Here, clusters 2, 3 and 4 were unambiguously coplanar with *p* = .828. This being above the .25 threshold, coplanarity is not in doubt, meaning that the seven *clusters* imply fewer than seven *factors*. This makes signal cancellation of the variables not belonging to any of its seven clusters both non-unique and irrelevant. Their loadings being left null yield a huge observed χ2 value, signalling that this seven-factor scenario is not an option. Note that scenario ‘VG4’ is not listed. It differs from ‘VG1’ by further aggregating v1 to the cluster of v2 and v3. Having seven clusters as well and with no attempt to explain v12, it does not qualify as a scenario of interest.

Two other procedures that create new scenarios are designated by ‘Coplan’ or by ‘MultiSatur’. The former designate a scenario variation that designate which of three coplanar clusters was considered not a bona fide factor. That there is no reported scenario line containing ‘bf:4,5 Coplan’ does not mean that such scenario were skipped from VG1 and from VG4. They rather both turned out bad fits (p<.001) to the data. The ‘MultiSatur’ indication refers to signal cancellation attempts of variables not included in a cluster. This is the case for v12, but also for v1 from VG1 and for v6 and v7 in scenarios in which their clustering was rejected for pairwise cancellation with *p* < .25. Cancellation of their signal is first attempted using variables representing a pair of clusters. If this results in the best cancellation associated with a probability between the two thresholds, a new scenario is created for attempted cancellation by three clusters.

Selecting a solution.

There is no necessity to designate a single solution when two of them have equal merit. In absence of theorical plausibility, preference could go to parsimony, including preference for orthogonality over correlation of a pair of factors, or for lower correlations among the retained factors when coplanarity is detected, as is the case here. It is then highly relevant to inspect the correlations among all initial clusters (putative factors). These correlations are reported, along with the irrelevant scenario #1 factor loadings and its irrelevant clustering dendrogram, by calling SCRoFreport with the output structure name and scenario rank 1 as input parameters. In the relevant part of the output, the correlations among the three coplanar clusters, namely 2, 3 and 4, are here underlined.

>> SCRoFreport(AS,1);

[…]

fCorr:

1 2 3 4 5 6 7

1 1.000 0.447 0.000 -0.216 0.000 0.264 0.000

2 0.447 1.000 0.538 0.000 -0.304 0.275 0.000

3 0.000 0.538 1.000 0.848 0.000 -0.254 0.000

4 -0.216 0.000 0.848 1.000 0.000 -0.464 0.000

5 0.000 -0.304 0.000 0.000 1.000 0.000 0.000

6 0.264 0.275 -0.254 -0.464 0.000 1.000 0.000

7 0.000 0.000 0.000 0.000 0.000 0.000 1.000

That the correlation between clusters 2 and 4 is null makes it attractive to consider the plane as consisting of these two orthogonal factors, with v6 and v7, constituting cluster 3. lying in their plane. If clusters 2 and 3 were the factors of this plane, they would correlate .54. Selecting clusters 3 and 4 as factors would have them correlating 0.85. From here on, the factor clusters will be referred to by their corresponding name in the generating model. For instance, we acknowledge that v6 and v7 load on F2 and F3.

Scenario #2 has v1, v6, v7 and v12 not part of a cluster. Its factor matrix, obtained from SCRoFreport, has v1 loading .53 on F1 and .007 on F4. Scenario #7 emanated from VG2 with the ‘MultiSatur’ mention. This makes v1 load .52 on F1, -.044 on F3 and -.007 on F4. These two scenarios, #2 and #7, having a hierarchical relationship, their 3.52 difference in χ2 does not constitute a significant improvement for the extra degree of freedom. Similarly, the differences in χ2 for removing a borderline correlation between #3 and #4, as well as between #10 and #11, do no justify keeping the correlation, which excludes #3 and #10 as valuable solutions.

Scenario #4 emanated from unreported VG4 that accepted the clustering of v1 with v2 and v3. It thus differs from #2 by having v1 loading exclusively on F1. The χ2 difference is less than 1.0, which disqualifies scenario #2. Scenario #6 had v1 not clustered with v2 and v3 but v6 and v7 clustered together and then acknowledged as coplanar. Variable v1 received a loading of -.016 on F4. This is very similar to the rejected scenario # 2. Scenario #13 is a variation of #6 with a further loading of -.041 on F3. Compared to the identical scenarios #4 and #11, reached in two different paths, the two extra parameters of solution #13 are not justified by the 3.04 χ2 difference for two degrees of freedom.

The preferred solution thus has v1 depending exclusively on F1, v6 and v7 bifactorial on F2 and F3, and v12 dependent on F2, F3 and F4.

1. Here, ‘signal’ and ‘noise’ respectively refer to information from shared and unique sources of variances. [↑](#footnote-ref-1)
2. Spearman (1904) discussed that the correlation of two observed variables systematically underestimates the correlation between the “true objective value” (‘signal’ in this manuscript) of the variables each measured with error. He proposed two ways to correct the attenuation, both based on the correlations of independent replications of each variable. He further illustrated that each approach brings the corrected correlation of the “true objective value” of the two variables to 1.0, which is to be expected in absence of noise (although not when one variable reflects a second reliable source of variance besides the common one). [↑](#footnote-ref-2)