**Xử lý và phân loại các loại bệnh về tim dựa trên bộ dữ liệu về điện tâm đồ**

# Abstract

Sử dụng các kỹ thuật học máy, học sâu để xử lý và phân tích dữ liệu điện tâm đồ (ECG) đang trở nên phổ biến trong lĩnh vực y học hiện đại. Nghiên cứu này nhằm giới thiệu một phương pháp và so sánh các mô hình dựa trên học sâu và học máy để xử lý dữ liệu ECG, tập trung vào cải thiện khả năng chẩn đoán và phân tích tín hiệu ECG. Bằng cách áp dụng các thuật toán, chúng ta có thể tự động phát hiện tín hiệu bất thường, xác định các tình trạng tim mạch và hỗ trợ quyết định chẩn đoán. Phương pháp này có tiềm năng giảm thời gian và công sức mà các chuyên gia y tế cần để đọc và đánh giá ECG, từ đó cải thiện khả năng chẩn đoán sớm và nâng cao chất lượng chăm sóc sức khỏe. Trong dự án này, chúng tôi sử dụng và kết hợp các mô hình học sâu (LSTM, MLP) và học máy (KNN, Random Forest, Decision Tree, ...) cho phân loại và phân tích dữ liệu ECG, cùng với các kỹ thuật tiền xử lý để đảm bảo chất lượng và hiệu quả của quá trình huấn luyện.
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# Introduction

Trong lĩnh vực y học hiện đại, việc sử dụng dữ liệu y tế và áp dụng phương pháp phân tích thông tin từ các bệnh lý đang trở nên ngày càng phổ biến và quan trọng. Trong số đó, điện tâm đồ (ECGs) được sử dụng rộng rãi như một công cụ chẩn đoán quan trọng, giúp đánh giá tình trạng tim mạch của con người. Tuy nhiên, việc xử lý và phân tích số lượng lớn dữ liệu ECG đòi hỏi sự can thiệp của các chuyên gia y tế, điều này dẫn đến tốn kém thời gian và công sức.

Trong những năm gần đây, công nghệ học sâu (deep learning) đã đạt được những tiến bộ đáng kể và đem lại những kết quả quan trọng trong nhiều lĩnh vực. Do đó, việc sử dụng học sâu để xử lý dữ liệu ECG trở thành một lựa chọn hứa hẹn để giải quyết các thách thức hiện tại và nâng cao chất lượng chẩn đoán. Việc áp dụng học sâu vào xử lý dữ liệu ECG có thể giúp chúng ta xác định các biểu hiện bất thường và tìm hiểu sâu hơn về các bệnh lý tim mạch.

Mục tiêu của đồ án này là giới thiệu một phương pháp xử lý dữ liệu ECG bằng học sâu và học máy, nhằm cải thiện khả năng chẩn đoán và phân tích ECG. Qua việc áp dụng các mô hình, chúng ta có thể tự động phát hiện các tín hiệu bất thường, xác định bệnh lý và hỗ trợ quyết định chẩn đoán. Phương pháp này có thể giúp giảm thời gian và công sức của các chuyên gia y tế trong việc đọc và đánh giá ECG, từ đó tăng cường khả năng chẩn đoán sớm và cải thiện chất lượng chăm sóc sức khỏe. Trong quá trình thực hiện, chúng tôi đã sử dụng các mô hình học sâu và học máy để tiến hành phân loại và phân tích dữ liệu ECG và so sánh hiệu suât của các mô hình với nhau, cũng như tìm hiểu các kỹ thuật tiền xử lý và chuẩn hóa dữ liệu ECG để đảm bảo chất lượng và hiệu quả của quá trình huấn luyện.

# Related Work

Trong nghiên cứu về xử lý dữ liệu điện tâm đồ (ECG) bằng học sâu, đã có nhiều nghiên cứu trước đây đạt được kết quả đáng chú ý. Họ đã áp dụng các kỹ thuật tiền xử lý khác nhau, các kỹ thuật trích xuất đặc trưng và mô hình khác nhau. Một số nghiên cứu đã sử dụng mạng nơ-ron tích chập (CNN) để phân loại các loại bệnh lý tim mạch dựa trên dữ liệu ECG. Ví dụ, Smith et al. (2019) đã áp dụng mạng CNN đa tầng để xác định các biểu hiện bất thường trong ECG và đạt được độ chính xác cao trong việc phân loại các loại bệnh lý tim mạch.

Ngoài ra, mạng nơ-ron hồi quy (RNN) cũng đã được sử dụng trong việc phân tích dữ liệu ECG. Johnson et al. (2020) đã áp dụng mạng RNN để nhận dạng chuỗi thời gian trong ECG và phát hiện các biểu hiện bất thường. Mô hình RNN, như mạng LSTM (Long Short-Term Memory), đã cho thấy khả năng tốt trong việc xử lý dữ liệu ECG và đạt được kết quả chẩn đoán chính xác.

Các nghiên cứu khác cũng tập trung vào kỹ thuật tiền xử lý và chuẩn hóa dữ liệu ECG trước khi áp dụng các mô hình học sâu. Ví dụ, Zhang et al. (2018) đã sử dụng phương pháp chuẩn hóa dữ liệu theo miền tần số để cải thiện chất lượng dữ liệu ECG và tăng độ chính xác của quá trình phân loại và phân tích.

# Bộ dữ liệu

## Nguồn dữ liệu

Trong báo cáo này, chúng tôi đã xây dựng một bộ dữ liệu mới dựa trên hai bộ dữ liệu nổi tiếng trong lĩnh vực phân loại nhịp tim, đó là ECG Heartbeat Categorization Dataset. Bộ dữ liệu này là bộ dữ liệu về điện tâm đồ. Bộ dữ liệu này bao gồm hai bộ sưu tập tín hiệu nhịp tim được lấy từ hai bộ dữ liệu nổi tiếng trong phân loại nhịp tim là: MIT-BIH Arrhythmia Dataset và The PTB Diagnostic ECG Database. Đây là bộ dữ liệu mà số lượng mẫu trong cả hai bộ sưu tập đủ lớn để huấn luyện mô hình học sâu. Tập dữ liệu này đã được sử dụng để khám phá phân loại nhịp tim bằng cách sử dụng các kiến trúc Deep Learning và áp dụng Transfer Learning. Bởi vì các tín hiệu tương ứng với hình dạng điện tâm đồ (ECG) của nhịp tim đối với trường hợp bình thường và các trường hợp bị ảnh hưởng bởi rối loạn nhịp tim và nhồi máu cơ tim khác nhau. Các tín hiệu này được xử lý trước và phân đoạn, với mỗi phân đoạn tương ứng với nhịp tim.

### 1. Bộ dữ liệu 1: MIT-BIH Arrhythmia Database

Cơ sở dữ liệu MIT-BIT Arrhythmia bao gồm 48 bản ghi tín hiệu ECG 2 kênh với thời lượng 30 phút được thu thập từ 47 đối tượng từ năm 1975 đến 1979 tại phòng thí nghiệm Rối loạn nhịp tim BIH. Bộ dữ liệu MIT-BIH Arrhythmia chứa 109.446 mẫu tín hiệu nhịp tim và được thu thập từ nguồn dữ liệu Physionet’s MIT-BIH Arrhythmia Dataset. Bộ dữ liệu này được chia thành 5 lớp phân loại, gồm các lớp [’N’: 0, ’S’: 1, ’V’: 2, ’F’: 3, ’Q’: 4]. Khi phân tích, ta thấy lớp ’N’ chiếm tỷ lệ lớn nhất với khoảng 82.8% (90.587 mẫu), trong khi lớp ’F’ chiếm tỷ lệ nhỏ nhất với khoảng 1% (803 mẫu). Điều này cho thấy sự chênh lệch đáng kể trong phân phối dữ liệu. Tần số lấy mẫu của các tín hiệu là 125Hz.

### 2. Bộ dữ liệu 2: PTB Diagnostic ECG Database

Bộ dữ liệu PTB Diagnostic ECG Database bao gồm 14.552 mẫu tín hiệu nhịp tim và được lấy từ nguồn dữ liệu Physionet’s PTB Diagnostic Database. Bộ dữ liệu này được chia thành 2 lớp phân loại. Nhãn 0 có tổng cộng 4.045 mẫu tín hiệu nhịp tim, trong khi nhãn 1 có tổng cộng 10.505 mẫu. Đây là các thông số liên quan đến sự phân phối của các nhãn trong bộ dữ liệu PTB. Tần số lấy mẫu của các tín hiệu nhịp tim trong bộ dữ liệu này vẫn là 125Hz, giống như đã đề cập ở trên.

*Lưu ý rằng: Tất cả các sample của cả 2 bộ dữ liệu trên đều được cropped, downsampled và padded với những số 0 để đạt được dim là 188 (được thể hiện ở Hình 2)*

## Trực quan dữ liệu

Qua Hình 3 và Hình 4, ta có thể thấy nhãn trên cả 2 bộ dữ liệu trên đều không cân bằng. Điều này sẽ gây nhiều khó khăn cho việc huấn luyện trong tương lai.

# Approach

## Data Preprocessing

**Gộp dữ liệu:** Chúng tôi gộp dữ liệu ở cả 2 bộ dữ liệu thành 1 để mong muốn cải thiện độ chính xác cho quá trình phân lớp 0, 1 (có bệnh hoặc không bệnh) bằng việc gia tăng thêm số lượng mẫu ở lớp 1 ở Hình 4.

**Xử lý tập dữ liệu không cân bằng nhãn:** Sau khi gộp 2 bộ dữ liệu lại và chuẩn hóa lại nhãn thì vấn đề nhãn không cân bằng xảy ra. Nhãn 0 (Normal) chiếm phần lớn hơn so với nhãn 1 (Abnormal). Điều này gây ra cản trở trong việc huấn luyện mô hình trở nên tối ưu. Vì vậy, chúng tôi phải sử dụng phương pháp cân bằng dữ liệu: Under-sampling. Under-sampling (Hình 5) là cách cân bằng dữ liệu bằng cách giảm kích thước của lớp chiếm số lượng nhiều hơn. Bằng cách giữ tất cả các mẫu trong lớp ít hơn và chọn ngẫu nhiên một số lượng mẫu bằng nhau trong lớp nhiều hơn, có thể truy xuất bộ dữ liệu mới cân bằng để lập mô hình tiếp theo

## Proprosed framework

Ở đây chúng tôi sẽ tạo framework sử dụng 2 mô hình phân lớp theo dạng ống nước hay còn gọi là Stacking. Mô hình thứ 1 dùng để phân lớp xem mẫu đó có bệnh hoặc không? (nhãn chỉ bao gồm 0 hoặc 1). Sau đó, mô hình thứ 2 sẽ dùng để phân lớp xem mẫu đó là bệnh gì nếu có (nhãn là 1, 2, 3, 4 của bộ dữ liệu thứ 2). Mục đích của việc xử lí này là để huấn luyện mô hình đầu tiên chuyên để xác định được nhãn 1 được tốt hơn, sau đó huấn luyện mô hình 2 chuyên về xác định các loại bệnh. Từ đó có thể tăng được hiệu suất chung, đặc biệt là độ đo recall.

## Machine learning & deep learning model

### Logistic Regression

Logistic Regression là một thuật toán phân biệt phổ biến trong y học. Mô hình này được sử dụng để xác định mối quan hệ giữa các biến độc lập và biến phụ thuộc nhị phân. Trong bài toán phân loại bệnh về tim, Logistic Regression có thể áp dụng để xác định khả năng mắc bệnh dựa trên các đặc trưng điện tâm đồ của bệnh nhân

### Decision Tree

Một mô hình phân loại biểu diễn mỗi kết quả khả thi thành các kết quả có thể xảy ra bằng phương pháp nhánh. Mô hình này có khả năng phân loại dựa trên các quyết định được đưa ra từ từng đặc trưng của dữ liệu điện tâm đồ. Với sự đơn giản và khả năng diễn giải cao, Decision Tree đã được chứng minh là hiệu quả trong nhiều bài toán phân loại liên quan đến y học.

### Random Forest

Random Forest là một mô hình tổ hợp gồm nhiều cây quyết định. Bằng cách kết hợp đa số phiếu bầu từ các cây con, Random Forest có khả năng xử lý dữ liệu phức tạp và giảm thiểu hiện tượng overfitting. Với bài toán phân loại các loại bệnh về tim, việc sử dụng Random Forest giúp tăng khả năng tổng quát hóa và đồng thời đảm bảo độ chính xác của mô hình.

### Support Vector Machine

SVM là một phương pháp phân loại sử dụng hàm kernel để xử lý không gian phi tuyến. Đối với bài toán phân loại các loại bệnh về tim, SVM có thể được áp dụng để xác định ranh giới phân chia giữa các lớp bệnh khác nhau dựa trên các đặc trưng điện tâm đồ. SVM có khả năng xử lý dữ liệu phức tạp và đưa ra kết quả chính xác trong việc dự đoán các loại bệnh

### Naïve Bayes

Naive Bayes là một phương pháp phân loại rộng rãi được áp dụng trong nhiều bài toán y học. Đặc biệt, trong việc dự đoán các bệnh về tim dựa trên dữ liệu điện tâm đồ, Naive Bayes có thể được sử dụng để ước lượng xác suất mắc bệnh dựa trên các đặc trưng điện tâm đồ của bệnh nhân. Với giả thiết "naive" rằng các đặc trưng là độc lập với nhau, mô hình Naive Bayes có thể mang lại kết quả tốt trong việc phân loại các loại bệnh.

### Multilayer Perceptron

Mô hình MLP là một kiểu mạng nơ-ron nhân tạo có cấu trúc nhiều tầng ẩn. Trong bài toán phân loại các loại bệnh về tim dựa trên dữ liệu điện tâm đồ dạng chuỗi thời gian, mô hình MLP có thể được sử dụng để phân loại các điểm dữ liệu dựa trên thông tin trích xuất từ dữ liệu liên quan đến bệnh tim, như các dữ liệu đo lường, chỉ số y tế, hoặc thông tin lâm sàng.

### Long Short-Term Memory

Mô hình LSTM là một kiến trúc mạng neural thuộc loại RNN (Recurrent Neural Network), được thiết kế để xử lý dữ liệu chuỗi và giải quyết vấn đề mất gradient trong quá trình học từ dữ liệu dài. Trên dữ liệu điện tâm đồ dạng chuỗi thời gian, mô hình LSTM có thể sử dụng để xử lý và học các mẫu, mối quan hệ giữa các điểm dữ liệu trong chuỗi thời gian. Với khả năng ghi nhớ thông tin lâu dài từ quá khứ, mô hình LSTM giúp dự đoán và phân loại các loại bệnh về tim dựa trên dữ liệu điện tâm đồ một cách hiệu quả và chính xác.

# Experimental Result

## Mô hình 1 – mô hình phân lớp có bệnh hoặc không?

Dưới đây là kết quả của mô hình đầu tiên sau khi phân lớp nhị phân (0, 1) được thể hiện qua Bảng 1.

Nhận xét: Trong bài toán phân lớp nhị phân này, những mô hình học máy cho kết quả recall (tỷ lệ nhận diện đúng các mẫu thuộc lớp dương) rất cao so với các mô hình học sâu. Điều này có ý nghĩa quan trọng vì task này liên quan đến việc xác định có bệnh hay không, và việc tập trung vào recall giúp đảm bảo rằng chúng ta không bỏ sót những trường hợp thực sự dương (có bệnh) mà được phát hiện. Tuy nhiên, mô hình LSTM cho kết quả recall của nhãn 1 (nhãn đại diện cho bệnh) rất thấp chỉ 0,05%. Có thể do thông số mô hình LSTM trong trường hợp này còn khá đơn giản và không đủ mạnh mẽ để học và nhận diện các đặc trưng quan trọng của bệnh.

## Mô hình 2 – mô hình phân lớp xem đó là bệnh gì?

Dưới đây là kết quả của mô hình thứ 2 - mô hình phân lớp các bệnh được thể hiện qua Bảng 2.

Nhận xét: Với task phân loại có bệnh hay không, đánh giá theo recall là một tiêu chí quan trọng. Kết quả chạy thử nghiệm các mô hình phân lớp cho thấy sự khác biệt trong hiệu suất của chúng. Mô hình Random Forest đạt hiệu suất cao nhất với recall lần lượt là 0.95, 0.98, 0.8 và 0.99 cho 4 loại bệnh khác nhau. Điều này cho thấy mô hình này có khả năng nhận diện và phân loại các trường hợp bệnh một cách chính xác, đảm bảo rằng không có nhiều trường hợp dương bị bỏ sót. Mặt khác, mô hình LSTM cho kết quả recall thấp nhất. Với các giá trị lần lượt là 0.11, 0.28, 0.0 và 1.0, mô hình này gặp khó khăn trong việc nhận diện và phân loại các trường hợp bệnh. Điều này có thể gợi ý rằng mô hình LSTM cần được cải thiện hoặc thay thế bằng các phương pháp khác để đạt được hiệu suất tốt hơn trong việc phân loại các loại bệnh. Tổng quan, kết quả chạy thử nghiệm cho thấy mô hình Random Forest đạt hiệu suất cao nhất với recall, trong khi mô hình LSTM cần được cải thiện để đạt được hiệu suất tốt hơn trong việc phân loại các loại bệnh.

## Proposed framework

Chúng tôi đã lựa chọn ba mô hình có hiệu suất cao nhất từ mô hình 1 và 2 để giải quyết bài toán phân loại. Các mô hình đó là KNN, Decision Tree và Random Forest. Trước tiên, chúng tôi sử dụng mô hình 1 để dự đoán xem một mẫu có bệnh hay không bằng cách gán nhãn 0 hoặc 1. Nếu kết quả dự đoán là 1, chúng tôi chuyển mẫu đó sang mô hình 2 để xác định loại bệnh cụ thể. Ngoài ra, chúng tôi cũng xây dựng một baseline được huấn luyện trực tiếp trên bộ dữ liệu gốc mà không qua các bước xử lý trước.

Kết quả của các thử nghiệm được trình bày trong Bảng 3, 4 và 5, thể hiện sự so sánh giữa các cặp mô hình đơn lẻ. Bảng 6 là kết quả của mô hình phân loại thuần túy (baseline).

Nhận xét: Tổng quan cho thấy được các kết quả của các cặp mô hình có mô hình 1 là Random Forest đạt được hiệu suất tốt hơn so với tất cả. Đặc biệt framework có cặp với mô hình 1 và mô hình 2 đều là Random Forest đạt được hiệu suất cao nhất, nếu so sánh với mô hình baseline cao nhất là Random Forest. Framework này hoàn toàn vượt trội hơn về recall, cũng như về độ đo F1, là những độ đo mà chúng ta cần quan tâm trong bộ dữ liệu về y khoa này. Nhãn 0 được framework dự đoán chính xác hơn về độ đo precision, tuy recall không bằng nhưng độ chênh lệch không quá lớn. Những điều này đã thể hiện được rằng việc xây dựng framework đã đạt được thành công như mong muốn.

# Conclusion

Bài nghiên cứu này tập trung vào việc phân loại các loại bệnh dựa trên dữ liệu điện tâm đồ có dạng timeseries. Trong quá trình nghiên cứu, chúng tôi đã nhận thấy rằng cần tìm cách xử lý và rút trích thông tin quan trọng từ dữ liệu điện tâm đồ để đáp ứng yêu cầu của bài toán. Chúng tôi sẽ tiếp tục tìm hiểu và áp dụng các phương pháp và kỹ thuật phù hợp để xử lý dữ liệu. Điều này có thể bao gồm việc biểu diễn dữ liệu theo dạng đặc trưng thích hợp, thực hiện các phép biến đổi thống kê, hay sử dụng các thuật toán khác nhau để trích xuất thông tin từ chuỗi thời gian. Ngoài ra, việc cải tiến mô hình deep learning cũng là một yếu tố quan trọng. Trong tương lại, chúng tôi sẽ nghiên cứu và thử nghiệm các kiến trúc mạng sâu như LSTM, CNN, hoặc Transformer để xem xét khả năng của chúng trong việc phân loại bệnh dựa trên dữ liệu điện tâm đồ.
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