**BÁO CÁO ĐỒ ÁN CUỐI KỲ**

**Môn học**

**CS519 - PHƯƠNG PHÁP LUẬN NGHIÊN CỨU KHOA HỌC**

**Lớp học**

**CS519.M11 - CS519.M11.KHCL**

**Giảng viên**

**PGS.TS. LÊ ĐÌNH DUY  
Thời gian**

**09/2021 - 12/2021**

*----- Trang này cố tình để trống -----*

# **THÔNG TIN CHUNG CỦA NHÓM**

* Link YouTube video của báo cáo (tối đa 5 phút):   
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# **ĐỀ CƯƠNG NGHIÊN CỨU**
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| **TÊN ĐỀ TÀI (IN HOA)**  NHẬN DIỆN VĂN BẢN TRONG HÌNH ẢNH KẾT HỢP TỪ ĐIỂN |
| **TÊN ĐỀ TÀI TIẾNG ANH (IN HOA)**  DICTIONARY - GUIDED SCENE TEXT RECOGNITION |
| **TÓM TẮT** *(Tối đa 400 từ)*  Trong đề tài này, chúng tôi giải quyết những vấn đề thuộc lĩnh vực Computer Vision (Thị giác máy tính). Thứ nhất, chúng tôi nghiên cứu phương pháp hiện có của bài toán **Scene Text Recognition** (Nhận diện văn bản trong hình ảnh), từ đó giới thiệu một cách tiếp cận mới là **Dictionary-Guided Scene Text Recognition** (Nhận diện văn bản trong hình ảnh kết hợp từ điển) - một phương pháp kết hợp từ điển trong cả quá trình training (huấn luyện) và inference (suy luận) của hệ thống nhận diện văn bản trong hình ảnh. Thứ hai, chúng tôi giới thiệu bộ dữ liệu **VinText** - bộ dữ liệu dành cho nhận diện văn bản tiếng Việt trong hình ảnh. Đây là một bộ dữ liệu có tính thách thức vì tiếng Việt rất đa dạng, đặc biệt có dấu thanh - là một thành phần đóng vai trò quan trọng về nghĩa của từ trong tiếng Việt. Cuối cùng, chúng tôi xây dựng một chương trình ứng dụng để tăng tính ứng dụng thực tế cho đề tài. |
| **GIỚI THIỆU** *(Tối đa 1 trang A4)*   * Nhận dạng văn bản trong hình ảnh là một vấn đề cần thiết và giúp ích rất nhiều trong cuộc sống của chúng ta. Bài toán nhận dạng văn bản trong hình ảnh được ứng dụng rộng rãi trong nhiều lĩnh vực như bản đồ, điều hướng Robot, tự động hóa công nghiệp, tăng khả năng tiếp cận mọi thứ cho người khiếm thị, … * Tuy nhiên vẫn có những thách thức đối với lĩnh vực này. Văn bản trong hình ảnh đa dạng, không nhất quán về phông chữ, màu sắc, tỷ lệ ; văn bản được thể hiện theo phong cách nghệ thuật; do thời tiết làm văn bản xuống cấp hay do điều kiện ánh sáng bất lợi… có thể dẫn đến lỗi và kết quả của quá trình phát hiện và nhận dạng văn bản trong hình ảnh không được chính xác. * Trong đề tài này, chúng tôi sử dụng từ điển vào quá trình training (huấn luyện) dữ liệu và inference (suy luận) thay vì chỉ sử dụng từ điển trong quá trình inference (suy luận) như những phương pháp đã có. Điều này cho phép output không bắt buộc là từ có trong từ điển, mà từ điển sẽ được sử dụng để tạo ra danh sách các kết quả có thể xảy ra phù hợp với bối cảnh của input và tìm ra kết quả phù hợp nhất đối với văn bản trong hình ảnh.   ***Input***: Những hình ảnh có chứa văn bản (Tiếng Anh và Tiếng Việt)  ***Output***: Văn bản được nhận diện từ hình ảnh  .  *Hình 1* |
| **MỤC TIÊU** *(Viết trong vòng 3 mục tiêu)*   1. Nghiên cứu phương pháp thông thường hiện có của bài toán Scene Text Recognition và cải thiện độ chính xác và tốc độ xử lý. Cụ thể chúng tôi nghiên cứu cách tiếp cận mới đó là **Dictionary-Guided Scene Text Recognition**. 2. Tạo ra 1 bộ dữ liệu tiếng Việt cho bài toán Scene Text Recognition. 3. Xây dựng chương trình ứng dụng cho cách tiếp cận **Dictionary-Guided Scene Text Recognition**. |
| **NỘI DUNG VÀ PHƯƠNG PHÁP**   1. **Nội dung:**  * Nghiên cứu quá trình giải quyết bài toán **Scene Text Recognition** thông thường. * Đề xuất phương pháp mới cho bài toán **Scene Text Recognition** bằng cách sử dụng từ điển vào giai đoạn training (huấn luyện) và inference (suy luận). * Nghiên cứu thuật toán **ABCNet** [1] và **MaskTextSpotterV3** [2] và ứng dụng vào cả phương pháp thông thường và phương pháp cải tiến ở trên. * Xây dựng bộ dữ liệu tiếng Việt - **VinText** gồm 2000 ảnh chứa 56.084 văn bản tự nhiên được chú thích đầy đủ. * Huấn luyện mô hình **ABCNet** [1] và **MaskTextSpotterV3** [2] sử dụng bộ dữ liệu **TotalText** [3], **ICDAR2013** [4], **ICDAR2015** [5]và **VinText** bằng phương pháp thông thường và phương pháp mới được cải tiến. Sau đó so sánh và đánh giá kết quả giữa các mô hình. * Xây dựng chương trình ứng dụng cho cách tiếp cận cải tiến.  1. **Phương pháp:**  * Hệ thống nhận diện văn bản trong hình ảnh của chúng tôi gồm 2 giai đoạn: *detection* (phát hiện) và *recognition* (nhận diện). Chúng tôi tập trung chính vào phần *recognition* (nhận diện). * Ở giai đoạn *detection* (phát hiện), chúng tôi sử dụng **Bezier detection** và alignment module từ **ABCNet** [1].   *Hình 2*   * Hình ***2b*** mô tả các bước xử lý trong giai đoạn *recognition* (nhận diện) của phương pháp chúng tôi đề xuất. Từ văn bản ***x*** được giới hạn bởi 2 đường cong Bezier [1], một feature map (mạng đặc trưng) ***v*** được tính toán. Từ ***v***, chúng tôi có được output ban đầu, sau đó tạo ra 1 danh sách các từ . . . có edit distance nhỏ nhất (Levenshtein distance[6]) so với ***y***. Sau cùng, chúng tôi tính độ tương thích giữa mỗi từ với feature map ***v***, output cuối cùng sẽ là từ có độ tương thích cao nhất. * Tạo một bộ dữ liệu tiếng Việt mới - **VinText** bằng cách lấy ảnh trên mạng và được chụp lại bởi những người thu thập dữ liệu, nó đại diện cho tất cả những văn bản tự nhiên có thể được bắt gặp trong đời sống ở Việt Nam. **VinText** có tổng cộng 2000 tấm ảnh trong đó có 764 tấm tải từ Internet và 1236 tấm được chụp bởi những người thu thập dữ liệu. * Huấn luyện các mô hình **ABCNet** [1] và **MaskTextSpotter** [2] chạy trên các bộ dữ liệu **TotalText** [3], **ICDAR2013** [4], **ICDAR2015** [5] và bộ dữ liệu mới là **VinText** bằng cả phương pháp thông thường và phương pháp cải tiến. So sánh và đánh giá kết quả dựa trên độ đo **F1 score**. * Xây dựng một chương trình ứng dụng, cho phép người dùng chụp ảnh trực tiếp trên điện thoại, sau đó hình ảnh được đưa vào chương trình xử lý. |
| **KẾT QUẢ MONG ĐỢI**   * Phương pháp cải tiến **Dictionary-guided Scene Text Recognition** sẽ cải thiện được những hạn chế mà những cách tiếp cận hiện có gặp phải trong bài toán **Scene Text Recognition**. * Bộ dữ liệu **VinText** sẽ được ứng dụng và đóng góp vào việc phát triển nghiên cứu bài toán **Scene Text Recognition**. * Tạo chương trình ứng dụng thực tế cho cách tiếp cận cải tiến được đề xuất trên. Cho phép người dùng nhận diện văn bản trong hình ảnh trên điện thoại. Người dùng chụp ảnh trực tiếp và ảnh sẽ được đưa vào chương trình xử lý, sau đó văn bản đã được nhận diện sẽ hiển thị trên màn hình điện thoại. |
| **KẾ HOẠCH THỰC HIỆN:**  - **Tuần 1 đến tuần 5**: Tìm hiểu cách tiếp cận hiện có của bài toán Scene Text Recognition. Tìm hiểu về các bộ dữ liệu đã có sẵn: TotalText [3], ICDAR2013 [4], ICDAR2015 [5]. Từ đó nghiên cứu phương pháp mới là **Dictionary-guided Scene Text Recognition** . Bắt đầu thu thập dữ liệu cho bộ dữ liệu mới – **VinText**   * *Kết quả dự kiến:*   + Tài liệu về phương pháp tiếp cận bài toán **Scene Text Recognition** hiện có.  + Bộ dữ liệu TotalText [3], ICDAR2013 [4], ICDAR2015 [5] và tài liệu liên quan  + Mô hình cải tiến **Dictionary-guided Scene Text Recognition**  + Bộ dữ liệu **VinText** chưa hoàn chỉnh.  -  **Tuần 6 đến tuần 10**: Huấn luyện mô hình Scene Text Recognitionthông thường và Dictionary-guided Scene Text Recognition trên tập dữ liệu TotalText [3], ICDAR2013 [4], ICDAR2015 [5]. Tiếp tục thu thập dữ liệu cho bộ dữ liệu VinText.   * *Kết quả dự kiến:*   + Bảng kết quả của quá trình huấn luyện trên 3 tập dữ liệu.  + So sánh độ chính xác của hai phương pháp trên từng tập dữ liệu.  + Hoàn thiện bộ dữ liệu VinText.  -  **Tuần 11 đến tuần 13**: Huấn luyện mô hình Scene Text Recognition thông thường và Dictionary-guided Scene Text Recognition trên tập dữ liệu VinText.   * *Kết quả dự kiến:*   + Bảng kết quả của quá trình huấn luyện trên tập dữ liệuVinText.  + So sánh độ chính xác của 2 phương pháp.  -  **Tuần 14 đến tuần 16**: Xây dựng chương trình ứng dụng cho phương pháp Dictionary-guided Scene Text Recognition.   * *Kết quả dự kiến:*   + Chương trình ứng dụng |
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