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a b s t r a c t 

The effect of total pressure of gas mixture is included in the development of new coefficients for 

the weighted-sum-of-gray-gases model (WSGG). The WSGG formulation previously reported by Bord- 

bar et al. (combustion and Flame 2014, V. 161, pp. 2435–2445), which accounts for variations of mo- 

lar fraction ratio of H 2 O to CO 2 , was employed here to obtain a new total pressure-dependent WSGG 

model. Hence, the new model includes both the effect of total pressure and variation of molar fraction 

ratio. High-resolution absorption spectra of gases produced by line-by-line (LBL) calculations using the 

HITEMP2010 spectral database are used to produce the total emissivity databases needed for the WSGG 

model development and also to produce the benchmark solution of one-dimensional slab problems used 

for validation of the new model. The performance of the new WSGG model is studied through several 

test cases representing various conditions of total pressure, inhomogeneity of temperature, concentration 

of gas species and molar fraction ratios. In all cases, the new model exhibits a good agreement with 

the LBL solutions. The new WSGG coefficients allow the model to efficiently solve the spectral thermal 

radiation in both sub- and super-atmospheric combustion systems. 

© 2021 The Author(s). Published by Elsevier Ltd. 
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1

n

t

t

p

r

s

d

t

p

c

o

e

a

o

c

p

d

a

s

t

s

s

f

c

c

t

c

a

p

h

0

. Introduction 

With recent increment in computational resources, the role of 

umerical modeling in design process of energy conversion sys- 

ems has more and more highlighted [1,2] . With an increasing 

rend during the last three decades, numerical modeling exhibited 

romising capability to analyze various physical phenomena occur- 

ing in energy conversion systems including the pollutants emis- 

ion [3] , multi-phase flow [4–6] , turbulence [7,8] and thermal ra- 

iation [9–11] . 

Thermal radiation is the major heat transfer mode in combus- 

ion processes, due to the high temperatures involved and the 

resence of species that emit and absorb radiative energy, such as 

arbon dioxide, water vapor and soot [2,3,12,13] . The determination 

f the radiation field entails the solution of the radiative transfer 

quation (RTE), which is an integro-differential equation in space 

nd in two directional coordinates with local origin [14,15] . More- 
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ver, the radiative properties (in particular, the absorption coeffi- 

ient) of diatomic and polyatomic molecules present a complex de- 

endence on the radiation spectrum, often characterized by hun- 

red of thousands to millions of spectral lines, whose positions 

nd intensity are in turn dependent on the local thermodynamic 

tate [10] . To obtain the total radiation intensity and related quan- 

ities (e.g., the radiative heat flux and the volumetric radiative heat 

ource), the RTE needs to be additionally integrated over the entire 

pectrum, which, for species as CO 2 and H 2 O , introduces another 

ormidable level of difficulty to the problem. 

While radiation modeling of air-fuel combustion at atmospheric 

onditions is already a challenging task, it can be further compli- 

ated for oxy-fuel combustion and for high-pressure conditions. In 

he former, the possibility of large variations in the chemical con- 

entration of the participating species and its effect on the radi- 

tion absorption spectrum need to be accounted for. This can be 

articularly significant for species such as H 2 O , whose absorption 

pectrum presents a non-negligible self-broadening effect [16] . The 

otal pressure also affects, even more substantially than changes in 

ole fraction, the absorption spectra of all participating species, by 
under the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ) 
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ncreasing the values of the absorption coefficient and smoothing 

ts highly-irregular spectral variation [17,18] . 

The aforementioned complex spectral dependence of the ab- 

orption coefficient of some species can be captured with a high 

egree of accuracy in the integration of the spectral radiation in- 

ensity by the line-by-line (LBL) methodology. In the LBL calcula- 

ions, detailed information of the absorption lines is extracted from 

igh-resolution spectral databases, so as to allow each one of them 

o be individually considered. However, the need of solving the RTE 

any thousands of times for each optical path makes the compu- 

ational cost of the LBL methodology prohibitive for most applica- 

ions [11] . This justifies the rise and broad use of models to rep-

esent the wavenumber dependence of the radiative transfer is an 

pproximate and less computationally-intensive manner. 

Recent years have seen much effort invested in developing or 

dapting existing spectral models for applications outside of air- 

uel, and atmospheric combustion. Narrow-band models—and, par- 

icularly, the statistical narrow-band (SNB) model [19,20] —have 

een successfully applied for oxy-fuel combustion at high-pressure 

onditions (as in, e.g., [21] ), with results showing errors of about 

% relative to the LBL solution for total pressures as high as p = 

0 atm . The SNB correlated- k distribution (SNBCK) model, which 

s based on a reordering the spectral absorption coefficient of each 

arrow-band into a monotonically increasing function in order to 

implify and reduce the computational cost of the traditional SNB 

odel, was also found to be accurate for both oxy-fuel and high- 

ressure combustion. For instance, Kez et al. [22] carried out the 

rst analysis of the SNBCK model for three-dimensional cases rep- 

esentative of high-pressure (20 atm ), oxy-fuel combustion prob- 

ems; using the SNB model as the reference, the errors of the 

NBCK solution were of at most 2.5%. Additional tests of the SNBCK 

odel in similar conditions are reported in [21,23,24] . 

Wang and Modest [25] developed a new narrow-band k - 

istribution database for CO 2 and H 2 O for total pressures ranging 

rom 0.1 to 30 bar , based on which narrow-band and full-spectrum 

 -distributions can be obtained for non-homogeneous mixtures. 

sing this database, the full-spectrum k -distribution (FSK) model 

as applied [26] to predict the radiative heat source in two- 

imensional, homogeneous CO 2 - H 2 O mixtures at a total pressure 

f 30 atm , with maximum errors relative to the LBL solution of 

1%. Although the medium composition in [26] was inline with 

haracteristic of air-fuel combustion, subsequent studies showed 

hat the FSK model is capable of providing accurate solutions for 

oth atmospheric [27–29] and high-pressure oxy-fuel combustion 

cenarios [21–24] . Following the work of [25] , the narrow-band 

 -distribution database was updated in [30] by employing more 

omplete spectroscopic data and expanding it to a wider range of 

ressures. 

The absorption-line blackbody distribution function (ALBDF), 

ecessary for the application of the spectral line-based weighted- 

um-of-gray-gases (SLW) model [31,32] , has also recently been up- 

ated for the full mole fraction range for CO 2 , H 2 O and CO for total

ressures between 0.1 atm and 50 atm [33,34] . Chu et al. [23] also

pplied the SLW model to a set of high-pressure, oxy-fuel prob- 

ems, finding an accuracy comparable to the FSK model as long 

s a sufficient number of gray gases is used. Furthermore, because 

23] did not use the most up-to-date ALBDFs of [33,34] , it is pos- 

ible that the performance of the SLW is even better. 

In contrast to all these models, the weighted-sum-of-gray-gases 

WSGG) model has yet to be consolidated for the treatment of 

igh-pressure conditions. This model is based on a similar prin- 

iple as the FSK and SLW models. However, because it presents 

 simpler formulation and smaller computational data and costs, 

t likely is the most widely used global spectral model for com- 

ustion applications. The literature reports various well-established 

SGG correlations for mixtures representative of air-fuel and oxy- 
2 
uel combustion at atmospheric pressure (see, e.g., [35–40] ), with 

any studies attesting their accuracy at these conditions [41–44] . 

owever, as it was shown in [21–23] , using WSGG correlations 

eveloped for atmospheric pressure for high-pressure applications 

eads to considerable errors. 

Hence, attention toward development of WSGG formulations for 

igh-pressure applications has increased in the last decade, and 

he main studies on the subject are summarized in Table 1 . The 

ioneering work on this field was the one by Bahador and Sunden 

45] , who developed WSGG correlations for pure H 2 O and CO 2 - H 2 O

ixtures at total pressures ranging between 1 atm and 20 atm . The 

orrelations were generated using an approach that is typical for 

SGG model, by fitting total emittance to a reference data, which 

n [45] were extracted from the HITEMP1995 [46] and CDSD-10 0 0 

47] spectroscopic databases. A similar effort, albeit using the more 

ccurate HITEMP2010 [48] database for the emittance fittings, was 

ndertaken by Coelho and França for pure species [49] and for 

O 2 - H 2 O mixtures characteristic of methane-air combustion [50] . 

urthermore, differently from [45] , which only presented compar- 

sons of the total emittance, radiative transfer calculations of a set 

f one-dimensional test cases were carried out in [49,50] , with 

heir model showing a good level of agreement to the LBL method. 

Shan et al. [51] developed the first WSGG formulation for high- 

ressure, oxy-fuel combustion scenarios, based on emittance fit- 

ings to the EM2C narrow-band model. Following the same ap- 

roach as some WSGG formulations for atmospheric pressures 

36,52] , these fittings were constructed for fixed H 2 O / CO 2 mole ra- 

ios M r and a stepwise interpolation methodology was devised for 

ealing with varying- M r scenarios. Instead of generating WSGG co- 

fficients for discrete total pressure values as the aforementioned 

apers did, Shan et al. [51] let the coefficients be dependent on 

otal pressure itself, within a range 1 bar ≤ p ≤ 30 bar . A similar 

odel was introduced by Wang and Xuan [35] for aircraft engine 

pplications, considering the same total pressure range, but only 

or a single M r . Both [51] and [35] report good accuracy of their re-

pective models in one-dimensional radiative transfer calculations. 

The present study proposes a new WSGG formulation for CO 2 - 

 2 O mixtures representative of high-pressure combustion. This is a 

irect extension of the WSGG correlation for atmospheric pressure 

reviously reported by Bordbar et al. [40] to other values of total 

ressure ( p), and, as depicted in Table 1 , it covers a wider range of

otal pressures, moleratios and temperatures than the WSGG for- 

ulation of Shan et al. [51] . Moreover, the new model is based 

n the HITEMP2010 [48] spectral database, which is more accurate 

han the EM2C narrow-band model used as a reference in that pa- 

er. Also, by incorporating the M r dependence into the WSGG co- 

fficients (rather than generating coefficients for discrete molera- 

io values, as in [51] ), it provides a more convenient treatment of 

roblems where M r varies throughout the domain. 

Besides high-pressures, the pressure range of the formulation 

eveloped here also includes sub-atmospheric conditions (as low 

s 0.1 atm ). While radiative transfer calculations at these con- 

itions are rare outside of meteorological applications [14] , sub- 

tmospheric pressures have often been used as a surrogate to 

tudy microgravity combustion (for example, [53–55] ), so an ac- 

urate treatment of radiation at these low pressures may prove 

o be important. However, spectral modeling at sub-atmospheric 

ressures is still a fairly unexplored subject of study, and, as far as 

he authors’ know, this is the first WSGG model that contemplates 

hese conditions. 

. Model development 

To obtain the emissivity database needed for development of 

ew pressure-dependent WSGG model, the line-by-line integration 

ethod is implemented to produce the required absorption spec- 
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Table 1 

Summary of the different existing formulations of the WSGG model developed for high-pressure applications. 

WSGG formulation Reference Species/Mixture T range M r values/range p values/range 

Bahador and Sunden [45] HITEMP1995, CDSD-1000 H 2 O , CO 2 - H 2 O 500K–2500K 1.0 and 2.0 (1.0; 2.5; 5.0; 7.5; 10; 12.5; 15; 20) atm 

Coelho and França [49] HITEMP2010 CO 2 , H 2 O 400K–2500K – (1.0; 10; 40) atm 

Coelho and França [50] HITEMP2010 CO 2 - H 2 O 400K–2500K 2.0 (1.0; 2.0; 5.0; 10; 20; 40) atm 

Shan et al. [51] EM2C CO 2 - H 2 O 500K–2500K 0.125–4.0 1bar–30bar 

Wang and Xuan [35] HITEMP2010 CO 2 - H 2 O 500K–2500K 1.0 1 atm –30 atm 

Present paper HITEMP2010 CO 2 - H 2 O 300K–3000K 0.1–4.0 (0.1; 0.5; 1.0; 2.0; 10; 20; 30; 50; 80) atm 
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ra of the gases by using the HITEMP2010 spectral database [48] . 

he details of the line-by-line calculation of the absorption spectra 

f gas mixtures is well described in the literature (see, for instance, 

10,39,40,50] ). However, for the sake of completeness, this section 

rst briefly reviews the line-by-line calculations and its character- 

stics in the present research, and then explains how they are used 

or development of the new WSGG model. 

.1. Determination of the line-by-line based emissivity database 

The spectral absorption coefficient of CO 2 and H 2 O in each 

pectral segment depends on the wavenumber, temperature, the 

artial pressure of the gases and the total pressure of the gas mix- 

ure. The properties of a spectral line i of CO 2 and H 2 O including 

he line intensity S i , the line center wavenumber νi , the Lorentz 

roadening half-width γL , and the Doppler broadening half-width 

D , can all be obtained or calculated from spectral databases, i.e. 

ITEMP2010 [48] . In the present work, depending on the rela- 

ive importance of Doppler broadening to Lorentz broadening, two 

ifferent line profiles, Lorentz and Voigt, have been implemented 

n the line by line calculation of absorption spectra of combus- 

ion gases. The theory of calculating spectral absorption coefficient 

long the lines by these two line profiles are described below. 

Assuming the combined effect of natural line broadening and 

ollision broadening, the Lorentz line profile evaluates the absorp- 

ion coefficient at an arbitrary wavenumber ν from a particular 

pectral line with line center at νi as 

ν,i = 

S i 
π

N(p, T ) 
γL,i 

γ 2 
L,i 

+ ( ν − νi ) 
2 

, (1) 

here κν,i is the absorption coefficient for the i th spectral line 

t the wavenumber location ν, S i is the molecule-based inten- 

ity of the i th spectral line, N(p, T ) is the number density, γL,i is 

he Lorentz broadening half width of this spectral line, and νi is 

he spectral line location. Applying the ideal gas assumption, the 

umber density is calculated as 
N A 
RT p Y g where N A , R, Y g , p and T 

epresent the Avogadro’s number, the gas constant, the gas mole 

raction, pressure and temperature, respectively. The temperature- 

ependent intensity of each spectral Lorentz line is given as 

 i = S i ( T re f ) 
Q ( T re f ) 

Q ( T ) 

exp ( − hcE νi 
/kT ) 

exp ( − hcE νi 
/k T re f ) 

[ 1 − exp ( − hc νi /kT ) ] 

[ 1 − exp ( − hc νi /k T re f ) ] 
, 

(2) 

here Q is internal partition function of the molecule at temper- 

tures T and T re f , E ν is the lower-state energy of the line, c is 

he speed of light in vacuum, and k and h are the Boltzmann and

lanck constants, respectively. A reference temperature of T re f = 

96 K is set for the present LBL calculations. The collision broad- 

ning of the spectral line depends on temperature, partial pressure 

nd total pressure as 

L,i = ( 
T re f 

) 
n 

[ γair ( p − p s ) + γsel f p s ] , (3) 

T 

3 
here γair and γsel f are the line air- and self-broadening, respec- 

ively, n is the temperature-dependence coefficient, and p s is the 

artial pressure of the species. 

The spectral-line profile to produce the histograms for each 

ine is defined based on the relative importance of the Lorentz 

o Doppler line-broadening effects. Using narrow-band transmis- 

ivities as a comparion criterion, Wang and Modest [17] reported 

hat at low pressures ( < 1 bar ) and high temperatures ( > 2500 K),

he Doppler broadening may become an important mechanism 

nd therefore the combined Lorentz-Doppler line profile (or Voigt) 

hould be used. In contrast to the Lorentz profile, the Voigt profile 

oes not have a closed form and is instead given as 

ν,i = 

S i γL,i 

π1 . 5 
N(p, T ) 

∫ + ∞ 

−∞ 

exp (−x 2 ) 

[ ν − νi − xγD,i ( ln 2 ) 
−0 . 5 

] 
2 + γL,i 

2 

d x (4) 

The Humleek algorithm [56] as given in [14] is used to calculate 

he Voigt profile in the present work whenever needed. Because, in 

eneral, the Voigt profile is recommended when the Doppler line 

alf-width γD is comparable to the Lorentz half-width γL [14] , the 

riterion γL /γD < 10 is adopted for selecting the Voigt profile, with 

he Lorentz profile being used otherwise. A minimum limit of ab- 

orption coefficient equals 10 −9 
cm 

−1 is considered as the cut off

imit of the line wings. 

In order to calculate the absorption coefficient for an arbitrary 

avenumber, the contribution of all significant neighboring lines 

eeds to be taken into account. This is done by simply summing 

p all the contributions of the spectral lines at wavenumber ν, 

ν = 

∑ 

i 

κν,i (5) 

In this work, the line by line absorption spectra of two gases 

re obtained for the range of 150 cm 

−1 to 250 0 0 cm 

−1 . This spec-

ral range is much wider than the one used in development of the 

tmospheric WSGG model of Bordbar [40] and is wide enough to 

nclude the emission power of high temperatures. It for instance 

ccounts for 99.8% of the total balckbody emissive power at 30 0 0 

 [33] . 

For the sub-atmospheric pressures, a fine resolution of 

 . 005 cm 

−1 is needed to produce accurate absorption spectra of 

ases. Further refinement beyond this limit has been reported to 

ave negligible effect [33] . It yields to 4,970,0 0 0 evenly spaced 

pectral intervals of 0.005 cm 

−1 between 150 cm 

−1 and 250 0 0 

m 

−1 . 

For atmospheric and higher pressures, the resolution of 0.01 

m 

−1 is used to obtain the absorption spectra of gases. It is fine 

nough for these pressures and using higher spectral resolutions 

as a negligible influence on the results while causing a great in- 

rement to the computational cost as shown in the previous re- 

orts [57,58] . It yields to 2,485,0 0 0 evenly spaced spectral intervals 

f 0.01 cm 

−1 between 150 cm 

−1 and 250 0 0 cm 

−1 . 

The spectral-line location, intensity, and air and self-broadening 

re taken from the spectroscopic database HITEMP2010 [48] . For 

he present work, the profiles of linear spectral absorption coef- 

cient of H 2 O and CO 2 were obtained considering various total 

ressures, molar fraction ratios and temperatures needed for the 
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SGG model development. This was done for ten different total 

ressures (0.1, 0.5, 1.0, 2.0, 5.0, 10.0, 20.0, 30.0, 50.0, and 80.0 atm ) 

nd at fifty-five evenly-spaced temperature values between 300K 

nd 30 0 0 K—i.e., with a step of 50 K . For each total pressure and

emperature, thirty-three discrete values of the mole fraction ra- 

io were considered, M r = 0.1, 0.125, 0.25 0.375, 0.5, 0.625, 0.75, 

.875, 1.0, 1.125, 1.25, 1.375, 1.5, 1.625, 1.75, 1.875, 2.0, 2.125, 2.25, 

.375, 2.5, 2.625, 2.75, 2.875, 3.0, 3.125, 3.25, 3.375, 3.5, 3.625, 3.75, 

.875, and 4.0. From these values, the mole fractions of H 2 O and 

O 2 (and, consequently, their partial pressures) were calculated by 

ssuming that the gas mixture contains only these two species, fol- 

owing [40] . Hence, the mole fraction of CO 2 is obtained as Y CO 2 
= 

 / (1 + M r ) , and the mole fraction of H 2 O , as Y H 2 O = 1 − Y CO 2 
. Al-

hough this corresponds to oxygen-fired combustion products, the 

SGG model generated from these parameters can be safely ap- 

lied to air-fired combustion scenarios as well, as demonstrated in 

59] for the atmospheric-pressure WSGG model of [40] , which was 

enerated following a similar methodology. The linear absorption 

pectra of individual gases at each mixture (i.e. represented by a 

otal pressure, a molar fraction ratio and a temperature) were then 

sed to calculate the emissivity of the gas mixtures needed for de- 

elopment of the new pressure dependent WSGG model. 

The emissivity of the gas mixture, which is used as the curve- 

tting parameters for determining the coefficients of the WSGG 

odel (cf. Section 2.2 ) at each pressure, mole fraction ratio and 

emperature is calculated as 

 = 

1 

I b 

∫ ∞ 

0 

I bν{ 1 − exp [ −(κν, H 2 O + κν, CO 2 ) L ] } d ν (6) 

here I bν and I b are the spectral and total blackbody radiation in- 

ensity, respectively ( I b = 

∫ ∞ 

0 I bνd ν), κν, H 2 O 
and κν, CO 2 

are the ab- 

orption coefficient of water vapor and carbon dioxide, respec- 

ively, and L is the path length. For generating the WSGG model, 

he emissivity is computed for nineteen different path lengths, 

 = 0.01, 0.05, 0.1, 0.2, 0.3, 0.4, 0.5, 0.75, 1.0, 1.5, 2.0, 3.0, 5.0, 10.0,

5.0, 20.0, 30.0, 45.0, and 60.0 m . This, combined to the fifty-five 

iscrete temperature values and thirty-three discrete mole ratio 

alues, yields a LBL-based emissivity database with 34485 points 

or each one of the ten aforementioned total pressures. 

.2. Development of pressure-dependent WSGG model 

The WSGG model is a non-gray global spectral model that re- 

laces the absorption spectrum of a given species or mixture by a 

et of gray gases and a transparent window. Each gray gas i has an

bsorption coefficient κi (that does not vary with ν) and covers a 

xed although not necessarily continuous, portion �νi of the ra- 

iation spectrum. From these considerations, the integration over 

he spectrum in Eq. (6) becomes [60] 

 = 

N g ∑ 

i =1 

a i { 1 − exp [ − κp,i ( p H 2 O + p CO 2 ) L ] } , (7) 

here N g , a i and κp,i is the number of gray gases, the weighting 

actor of each gray gas and its pressure-based absorption coeffi- 

ient, respectively, and p H 2 O and p CO 2 
are the partial pressures of 

 2 O and CO 2 . A total of four gray gases ( N g = 4 ) is adopted for the

resent model, with an additional transparent window denoted as 

 = 0 . Using larger number of gray gases only marginally improve 

he accuracy of the model while increasing the CPU cost of RTE 

olution significantly. 

The weighting factors a i in Eq. (7) represent the fraction of 

lackbody energy that lies within �νi . Here, they are described 

s a fourth order polynomial of the normalized temperature ˆ T = 
4 
 / 1500 K, 

 i = 

4 ∑ 

j=0 

b i j ̂
 T j , (i = 1 , . . . , 4) , (8) 

here b i j is the jth degree polynomial coefficient of gas i . Using 

 normalized temperature instead of the temperature itself in the 

bove equation facilitates the fitting process and is an approach of- 

en adopted in the literature (e.g., [3,37,41,51] ). The weighting fac- 

or of the transparent window, on the other hand is defined as to 

atisfy the energy conservation principle, 

 0 = 1 −
N g ∑ 

i =1 

a i . (9) 

For each molar fraction ratio at each total pressure value, the b i j 

nd κp,i are found by fitting Eq. (7) to the LBL emissivity database 

cross the discrete values of T and L defined in Section 2.1 . The fit-

ing is done with the lsqcurvefit function of MATLAB R2019b, 

hich is a nonlinear least-squares solver as described in [61] . Af- 

erwards, following [40] , the effect of molar fraction ratio in a sin- 

le set of WSGG model coefficients for each total pressure is in- 

luded by expressing b i j and κp,i as 

 i j = 

4 ∑ 

k =0 

c i jk M 

(4 −k ) 
r , (10) 

p,i = 

4 ∑ 

k =0 

d ik M 

( 4 −k ) 
r , (11) 

n which c i jk and d ik are the constants of the model. For each of 

he ten total pressures considered here, a different set of constants 

s obtained. To ease the implementation of the present model, the 

oefficients of the new WSGG models are given in the supplemen- 

ary materials of this paper, alongside a simple MATLAB function 

o implement the model. 

. The WSGG model and the radiative transfer equation 

For participating, non-scattering media, the spectral radiative 

ransfer equation (RTE) is given by [14,16] 

dI ν

ds 
= −κν I ν + κν I bν , (12) 

here I ν is the local spectral radiation intensity, κν is the spec- 

ral absorption coefficient (for a H 2 O - CO 2 mixture, κν = κν, H 2 O 
+ 

ν, CO 2 
), and s is the coordinate along the path of radiation propa- 

ation. The global solution of the radiative heat transfer entails the 

ntegration of the above equation over the spectrum and across all 

irections. Applying the WSGG model, the total radiation intensity 

in a certain direction is determined as a simple summation of 

he partial intensities I i of each gray gas i (and of the transparent 

indow), i.e., I = 

∫ ∞ 

0 I νd ν = 

∑ N g 
i =0 

I i . The partial intensities I i are in

urn obtained from the integration of Eq. (12) over the region of 

he spectrum corresponding to the i th gray gas, 

dI i 
ds 

= −κi I i + a i κi I b . (13) 

It has been shown in [60] that the WSGG model can be used 

longside any method for the spatial integration of the RTE. In the 

resent study, the discrete ordinates method (DOM) is chosen for 

his purpose, which solves the RTE for a discrete set of directions 

nd computes the continues integral over all solid angles through 

 quadrature scheme [62,63] . The cases considered here consists 

f a one-dimensional medium slab as depicted in Figure 1 , where 

he participating medium is bounded by two parallel black walls. 
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Fig. 1. Schematic representation of the one-dimensional domain for the RTE solu- 

tion with the WSGG model and the DOM (adapted from [64] ). 
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or this configuration, the DOM determines the partial intensities 

n the forward and backward directions ( I + 
i,l 

and I −
i,l 

, respectively, as 

lso shown in Figure 1 ) from the solution of the following equa- 

ions 

l 

dI + 
i,l 

dx 
= −κi I 

+ 
i,l 

+ a i κi I b , (14) 

μl 

dI −
i,l 

dx 
= −κi I 

−
i,l 

+ a i κi I b , (15) 

here μl is the cosine of the polar angle θl in direction l, and x 

s the spatial position. For black walls with known temperatures, 

he boundary conditions for these equations are set at the posi- 

ions x = 0 and x = L (with L being the medium length), respec-

ively: I + 
i,l 

(0) = a i (0) I b (0) and I −
i,l 

(L ) = a i (L ) I b (L ) . 

Once Eqs. (14) and (15) have been solved, the total radiative 

eat flux and the volumetric radiative heat source at position x 

 q r (x ) and S r (x ) , respectively) may be determined as 

 r (x ) = 2 π

N g ∑ 

i =0 

N d ∑ 

l=1 

μl ω l [ I 
+ 
i,l 
(x ) − I −

i,l 
(x ) ] , (16) 

 r (x ) = 2 π

N g ∑ 

i =1 

N d ∑ 

l=1 

ω l κi (x ) { [ I + 
i,l 
(x ) + I −

i,l 
(x ) ] − 2 a i (x ) I b (x ) } , (17) 

n which N d is half the total number of discrete directions and ω l 

s the quadrature weight associated to direction l. For the calcula- 

ions in this study, the values of μl and ω l are extracted from the 

uadrature scheme of Lathrop and Carlson [65] , with the weights 

ormalized as to satisfy 
∑ n d 

l=1 
ω l = 1 . 

. Results 

.1. Emissivity charts 

Although the main advantage of the WSGG model is to accu- 

ately account for spectral variation of gas mixtures with a reason- 

ble computational cost, the model has been widely used to calcu- 

ate the effective absorption coefficient used in gray gas modeling—

t is, for instance, the base of the main gas radiation property 

odel of Ansys-Fluent [66] . In this kind of gray gas modeling, 

eer-Lambert’s law is invoked to estimate the effective absorption 

oefficient from the total emissivity assuming a mean beam length 

 L ) as κ = − ln (1 − ε) /L [16] . The emissivity in this formulation is

ften determined from three-dimensional charts that present ε as 

 function of the temperature and the path length for a given total 

ressure and molar fraction ratio. 

To assess the accuracy of the WSGG model developed here for 

uch applications, Figure 2 compares the emissivity computed by 

pplying the new model to Eq. (7) and the emissivity directly ob- 

ained by line-by-line integration of Eq. (6) using the absorption 

pectra extracted from the HITEMP2010 database. For conciseness, 
5 
nly results for typical dry and wet flue gas recycle conditions (i.e., 

 r = 0 . 125 and M r = 1 . 0 , respectively) at the smallest and largest 

ressures considered in this study ( p = 0 . 1 atm and p = 80 atm ) are 

eported in that figure. 

For all the cases and across most of the temperature range of 

00 K ≤ T ≤ 3000 K, the total emissivities calculated by the present 

SGG model are in a good agreement with those determined by 

he LBL method. However, larger discrepancies are seen at low 

emperatures in p = 0 . 1 atm , especially for larger path lengths. 

t this pressure, the emissivity as obtained by the LBL method 

hanges more strongly with temperature for T < 10 0 0 K than any - 

here else in the charts particularly for larger lengths. In these 

ow temperatures, the emissivity first decreases with tempera- 

ure ( 300 K - 500 K ), and then increases with temperature until 

 = 10 0 0 K . The emissivity then decreases with temperature for 

ll the higher temperatures. The larger discrepancies between the 

missivity predicted by the WSGG model and LBL method occur- 

ing at lower temperatures are explained by the inability of the 

SGG model in reproducing the abrupt change of the LBL emissiv- 

ty. Conversely, for p = 80 atm , the LBL emissivity is less affected by 

hanges of temperature at lower temperatures, and therefore the 

SGG model ( Eq. (7) ) can more accurately reproduce the emissiv- 

ties calculated by the LBL method. 

.2. Benchmark cases 

Three test cases are considered to evaluate the performance 

f the new WSGG model, consisting of one-dimensional radiative 

ransfer calculations for the domain depicted in Figure 1 , with a 

edium length L = 1 m . The temperature profile for all cases is the

ame, given as 

 

(
ˆ x 
)

= 30 0 K + 150 0 K sin 

2 
(
π ˆ x 

)
, (18) 

here ˆ x = x/L, with x denoting the distance from the left wall 

cf. Figure 1 ). This is a symmetrical profile, with T = 300 K at the

alls and a maximum temperature of 1800 K at the center of the 

edium (note though that the WSGG model proposed in this pa- 

er is applicable for temperatures as high as 30 0 0 K ); similar 

 -distributions have been previously applied for assessing other 

SGG models, e.g., [39,44,50,67] . 

The test cases differ between one another by the concentra- 

ion of the medium, for which three (also symmetrical) profiles are 

ested, defined by the following mole fraction expressions for H 2 O 

nd CO 2 ( Y H 2 O and Y CO 2 
, respectively): 

ase 1: Y H 2 O ( ̂  x ) = 0 . 2 sin 

2 (π ˆ x ) , Y CO 2 = Y H 2 O / 2 ; (19) 

ase 2: Y H 2 O 
(

ˆ x 
)

= 0 . 1 

[
1 + si n 

2 
(
π ˆ x 

)]
, Y CO 2 = 1 − X H 2 O ; (20) 

ase 3: Y H 2 O 
(

ˆ x 
)

= 

1 

3 

[
1 + sin 

2 
(
π ˆ x 

)]
, Y CO 2 = 1 − X H 2 O . (21) 

Eq. (19) illustrates a scenario of air-fuel combustion with M r = 

 , characteristic of the stoichiometric combustion of methane (for 

his profile, the remainder of the mixture is assumed to be com- 

osed of a transparent gas). Eq. (20), (21) represent oxy-fuel com- 

ustion conditions: the former, with dry flue gas recirculation, 

here the mole ratio varies between 1/9 and 1/4; and the latter, 

ith wet-flue gas recirculation, in which 0 . 5 ≤ M r ≤ 2 . 0 . 

The solution of the RTE through the discrete ordinates method, 

s described in Section 3 , is carried out numerically by a finite dif- 

erencing approach. The medium is discretized in a total 200 grid 

ells and the number of discrete ordinates for the application of 

he DOM is set to twelve; further spatial and directional refine- 

ents did not significantly impact the results. The reference for 
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Fig. 2. Emissivity charts for typical dry and wet flue gas recycle conditions obtained by LBL integration and by the new WSGG model. 
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model. 
ssessing the accuracy of the WSGG model is provided by the LBL 

ntegration of Eq. (12) , which is also solved using the DOM with 

he same discretization parameters. More details on how the LBL 

olution is obtained may be found in [39,50,67] . 

Figure 3 reports the radiative heat source and radiative heat 

ux for Test Cases 1 to 3 for a medium at atmospheric pressure, 

s computed by LBL integration and by the WSGG model proposed 

n this paper. For comparison purposes, the results of the WSGG 

ormulation of Shan et al. [51] —which is the only other M r -varying 

SGG correlation available in the literature that is applicable to 

igh-pressures, cf. Table 1 —are also included in the figure. Differ- 

ntly from the present model, the one by Ref. [51] incorporates a 

ependence of pressure into the gray gas weighting and absorption 

oefficients, but it was developed for several fixed M r values; to 

ccount for cases with varying M r , a stepwise approach was pro- 

osed, in a similar way to some atmospheric-pressure WSGG for- 

ulations [36,52] . The problem with this approach is that it may 

ntroduce discontinuities in the results, leading to non-physical 

istributions of S r , as it will be shown later. Thus, as an attempt

o circumvent this issue, an additional application of the model of 

han et al. [51] has been carried out here, where the absorption 

oefficient and polynomial terms that compose the weighting co- 

fficient are linearly interpolated between their values proposed at 

he fixed M r points; a similar approach has been adopted by Kez 

t al. [68] for testing the stepwise WSGG model of [52] . 

Both the new WSGG model and the one by Ref. [51] are able 

o capture the overall spatial behavior of S r and q r in Figure 3 .

owever, while Shan’s model even outperforms the present model 

or the prediction of the radiative heat flux in Case 1, where the 

ole ratio does not vary (notice that for this case the stepwise 
6 
nd interpolated approaches for that model yield identical results, 

o only the former is reported), the same is not verified for nei- 

her S r nor q r for Cases 2 and 3. In those cases, some abrupt

hanges in the spatial distribution of the radiative heat source can 

e observed for the application of the model of Shan et al. that 

ses the standard stepwise approach for determining κp,i and a i ; 

hese changes in the S r slope occur precisely at points where the 

ole ratio transitions from one of the WSGG coefficients set in Ref. 

51] to another. Similar findings [68] have been reported for other 

SGG formulations that use a stepwise procedure to deal with M r - 

arying scenarios. Linearly interpolating Shan’s coefficients elimi- 

ates this issue, but still the accuracy of that model is less than 

hat of the model presented in this paper. 

This is further demonstrated in Table 2 , that reports the max- 

mum (“max”) and medium-averaged (“avg”) normalized errors 

or each model. The normalized error is defined as �φ = | φLBL −
WSGG | / max (| φLBL | ) , where φ is either S r or q r ; φLBL and φWSGG 

re the local values of φ obtained by the solutions with the LBL 

ethod and the WSGG model, respectively; and max (| φLBL | ) is 

he maximum absolute value of φLBL in the medium. While Shan’s 

SGG model shows comparable (for S r ) or smaller (for q r ) errors 

han the present model for Case 1, it is clear that the new model 

erforms better for Cases 2 and 3, which correspond to varying- M r 

cenarios. The improvement over the standard stepwise formula- 

ion of Shan et al. [51] is especially significant for the maximum 

rrors, which go from ranging between 15% and 22% to, at worst, 

7%. Moreover, although the maximum errors of Shan’s model re- 

uce (at least for S r ) if the interpolation approach is adopted in- 

tead, its average errors are still larger than those of the new 
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Fig. 3. Results of the test cases with p = 1 atm . 

Table 2 

Maximum and average (in parenthesis) normalized errors of the new model and the models of Refs. [40,51] . 

New model Bordbar et al. [40] Shan et al. [51] Shan et al. [51] a 

p = 1 atm 

Case 1 
�S r [%] 3.09 (1.26) 3.07 (1.48) 3.44 (1.70) –

�q r [%] 4.53 (2.53) 2.63 (1.47) 3.43 (1.56) –

Case 2 
�S r [%] 6.57 (4.43) 6.35 (5.41) 16.9 (5.63) 8.52 (5.60) 

�q r [%] 17.6 (7.29) 21.5 (10.4) 22.1 (9.34) 22.5 (9.97) 

Case 3 
�S r [%] 7.10 (4.08) 6.83 (3.48) 15.8 (4.58) 7.44 (4.95) 

�q r [%] 13.2 (4.32) 14.1 (4.54) 18.9 (7.41) 19.6 (8.35) 

p = 30 atm 

Case 1 
�S r [%] 4.66 (1.32) 4.05 (2.18) 23.9 (6.55) –

�q r [%] 5.54 (4.14) 6.70 (4.43) 25.1 (17.6) –

Case 2 
�S r [%] 6.43 (2.98) 17.3 (9.86) 59.5 (7.11) 7.44 (5.40) 

�q r [%] 10.0 (2.82) 18.4 (9.96) 15.0 (7.91) 14.6 (7.87) 

Case 3 
�S r [%] 5.36 (3.04) 9.55 (4.35) 13.0 (6.31) 12.7 (5.54) 

�q r [%] 7.42 (3.64) 9.00 (4.97) 21.6 (12.6) 20.0 (11.9) 

p = 0 . 5 atm 

Case 1 
�S r [%] 3.30 (1.38) 5.94 (1.90) – –

�q r [%] 5.20 (3.26) 6.79 (4.32) – –

Case 2 
�S r [%] 7.76 (4.92) 7.06 (4.21) – –

�q r [%] 18.7 (8.08) 16.2 (5.61) – –

Case 3 
�S r [%] 7.85 (4.60) 8.76 (5.78) – –

�q r [%] 13.9 (4.76) 8.63 (4.23) – –

a Interpolated 
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Table 2 includes the errors of the WSGG model of Bordbar et al. 

40] . Compared to that model [40] , the new model fares either 

s well (for Case 1) or better (for Cases 2 and 3). Particularly for 

ase 2, the errors of the new model are almost half of that of the

lder model. Nevertheless, it is interesting to note that, although 

t was developed for atmospheric conditions, the model of Bordbar 

t al. [40] has a fairly good accuracy for Case 1, even outperforming 

han’s model (this is also true for Case 3). 

Results for Cases 1 to 3 with a total pressure of 30 atm are de-

icted in Figure 4 . For this higher pressure, the improvement in 

ccuracy offered by the present model becomes more evident. Its 

rrors do not surpass 10% for any of the test cases, and, on aver-
7 
ge, they are always less than 5%—for contrast, the average errors 

f Shan’s model are, at best, above 6% (see Table 2 ). Furthermore, 

or Cases 2 and 3 (especially for the former), the non-physical 

patial distribution of S r attained with the stepwise approach of 

han’s model are more clearly noticeable for p = 30 atm than for 

p = 1 atm , and result in local errors as high as 60%. Once again,

hile adopting a linear interpolation to deal with the varying mole 

atio eliminates this issue, it still leads to errors considerably larger 

han those of the present model. 

One possible reason for the overall lower performance of Shan’s 

odel could be the total pressure fitting that is performed on their 

orrelations, which is not performed on the present model. The 
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Fig. 4. Results of the test cases with p = 30 atm . 

Fig. 5. Results of the test cases with p = 0 . 5 atm . 
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eviations caused by this additional fitting, even if small, might 

e contributing to the differences between the two models. Fur- 

hermore, Shan’s coefficients are based on the EM2C narrow-band 

missivities, which have their own deviations when compared to 

BL emissivities. Even though the SNB usually presents great agree- 

ent with the LBL solution, the fact that the database from EM2C 

s based on absorption spectra that are different than the ones con- 

idered in this study might also be a relevant factor to explain the 

elatively lower accuracy of Shan’s model. 
8 
A medium at sub-atmospheric pressure is considered next. 

igure 5 plots the resulting S r and q r distributions for Cases 1 to 

 for a medium at a total pressure p = 0 . 5 atm ; because no previ-

us WSGG formulation is available for sub-atmospheric pressures, 

nly results of the present WSGG model and of the LBL integra- 

ion method are reported. For this pressure, the model performs 

he best for Case 1, where its average errors are below 4% for both 

 r and q r , as conveyed by Table 2 . For Cases 2 and 3, the errors

re larger, especially for the radiative heat flux close to the walls, 
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Fig. 6. Average errors in the radiative heat flux and radiative heat source for the new WSGG model as a function of the total pressure of the medium. 

r

 

a

4

p

1

m

u

a

S  

t

p

t

a

t

9  

t  

M

M

o  

w

i  

a

p

t

f

s

5

[

s

t

i

a

t

a  

p

t

H

i

p

p

i

l

O

m

t

i  

t

a

w

D

w

m

c

w

s

W

b

s

c

b

c

w

i

p

r

W

f

c

n

r

p

t

C

n

e

S

-

F

t

t

eaching almost 20% for Case 2. Nonetheless, on average, for the 

p = 0 . 5 atm cases the errors of the new model range between 5%

nd 8%. 

.3. Performance of the model across its pressure range 

To further assess the performance of the new model, the tem- 

erature and species concentration profiles corresponding to Cases 

 to 3 have been simulated for different total pressures of the 

edium. The values chosen for p correspond to the discrete val- 

es for which the set of new WSGG correlations were developed, 

s discussed in Section 2 , and range from 0.1 atm to 80 atm . 

Figure 6 reports the medium-averaged errors of the model for 

 r and q r as a function of the total pressure. Starting at p = 10 atm ,

he accuracy of the model does not vary much with increasing 

ressures, with the average errors never surpassing 5% (the excep- 

ion being in the radiative heat flux for Case 1, where the aver- 

ge error about 6% for p = 80 atm ). For sub-atmospheric pressures, 

he model also fares well, although for Case 2 (�q r ) avg reaches 

.5% for p < 1 . 0 atm . Note that the main difference between these

hree cases are in how the molar fraction ratio of H 2 O to CO 2 (i.e.

 r ) varies along the length of the 1D benchmarks. In case 1, the 

 r does not vary and always equals two. This makes the accuracy 

f the WSGG model better in case 1 than the other two cases in

hich M r varies and therefore the inaccuracy of the WSGG model 

s more due to the second stage fitting over M r , i.e. Eq. (11) . The

ccuracy improvement seen in case 2 and 3 with increasing the 

ressure is guesstimated to be because of the smoother absorp- 

ion spectra of the gas mixtures at high pressures. Due to simpler 

orm of absorption spectra, the WSGG seems to better simulate the 

pectral radiation of the gas mixtures at higher pressures. 

. Conclusions 

While recent line-by-line based WSGG models such as [40] and 

38] show promising computational performance in modeling 

pectral radiation in large scale atmospheric combustors [22,68] , 

heir accuracy is considerably lower when they are used for model- 

ng non-atmospheric combustion systems [21] . With this in mind, 

 new WSGG model was developed in the present paper for the 

reatment of H 2 O - CO 2 mixtures with varying mole fraction ratio, 

pplicable to temperatures between 30 0K and 30 0 0 K and to total

ressures of 0.1 atm to 80 atm . The model was constructed by fit- 

ing total emissivity data to the high-resolution spectral database 

ITEMP2010; a very good agreement was found when compar- 

ng the emissivity charts resulting from the model to those com- 

uted by line-by-line integration of the absorption spectrum. The 
9 
erformance of the new model was further analyzed by apply- 

ng it to several one-dimensional benchmarks representing various 

evels of complexity in temperature and gas composition profiles. 

nce again, the model consistently showed a satisfactory agree- 

ent with the predictions of LBL calculations, even outperforming 

he only existing WSGG model applicable to the conditions stud- 

ed in this work [51] . In summary, the average error in the radia-

ive source calculated by the new model at various pressures was 

lways less than 5%, and the worst error in the radiative heat flux 

as about 10%. 
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