1. 概述

本文研究服务端架构

1. 应用场景

目前服务端采用UDP进行通信，同时也部分支持TCP方式。

1.对于UDP目前采用select单线程简单模型，优点是简单方便，避免线程切换，不用维护连接，对于简单请求响应良好。缺点是当处理复杂请求时，线程忙于计算，无法及时收取socket消息。好在我们的服务端逻辑处理比较简单。
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2.为了解决以上问题，可采用select单线程收/发，多工作线程处理消息队列的模型

当客户端请求到来时，select线程收取消息，并放入消息队列，工作线程从消息队列取出消息，处理完发送反馈，或另用消息队列进行反馈。需要做好线程同步，对消息队列加锁。考虑使用无锁队列。
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3.以上采用UDP传输，无法忽视可能的丢包问题。可部分采用TCP方式。每建立一个连接则发起一个线程维护此连接。优点是简单明了，缺点是连接过多时线程数过多，导致线程间切换开销大。一种优化方法是采用select + 线程池
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4.为避免以上过多线程切换，一个线程用于accept，一个线程用于select，并分配任务。一个线程池用于获取任务并执行。优点是线程少，且便于移植。缺点是可监控的socket数目有限（1024），且轮询较费时。
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5.满足高并发要求的服务器，可以采用iocp（win）或epoll（linux）。以下为WINDOWS下的IOCP完成端口模型。不受socket数目限制，异步非轮询效率更高。
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6.以上IOCP未实现IO与逻辑分离，可以再加入工作线程。IOCP线程只进行IO，并将结果入队列。由工作线程取队列，并将处理结果投递到IOCP
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