**![](data:image/jpeg;base64,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)Universidade de Aveiro**

**Departamento de Eletrónica, Telecomunicações e Informática**

Mestrado em Engenharia Informática

***Teoria Algorítmica da Informação***

Trabalho Prático nº1

Rafael da Fonseca Fernandes | 95319

Gonçalo Junqueira | 95314

João Pedro Pereira | 106346

Aveiro | 13 de julho de 2021

Índice Geral

[1. Desenvolvimento do Programa 3](#_Toc87127724)

[1.1. Estrutura do Programa 3](#_Toc87127725)

[1.2. Criação do Alfabeto 3](#_Toc87127726)

[1.3. Criação do Modelo 3](#_Toc87127727)

[1.4. Cálculos das Probabilidades e Entropia 4](#_Toc87127728)

[1.5. Geração de Texto 4](#_Toc87127729)

[2. Análise de Resultados 4](#_Toc87127730)

[2.1. Variação dos Parâmetros k e alpha 4](#_Toc87127731)

[2.2. Variação da Entropia em Diferentes Textos 5](#_Toc87127732)

[3. Conclusões 6](#_Toc87127733)

1. Desenvolvimento do Programa

O objetivo do programa é criar um modelo com o objetivo de recolher informação estatística sobre textos utilizando modelos de contexto finito.

O modelo de contexto finito, de ordem k, produz a distribuição de probabilidade do próximo símbolo numa sequência de símbolos.

1.1. Estrutura do Programa

O modelo contém um dicionário, que é utilizado para guardar o número de vezes que cada símbolo aparece, além disso, guarda a probabilidade de um determinado símbolo ser o próximo.

O dicionário utiliza uma estrutura chave-valor, mais conhecida como hash map, na qual a chave é a sequência de n caracteres e o valor é um novo dicionário, onde a chave é o próximo caratere e o valor é a probabilidade do mesmo ser o próximo símbolo. Com esta abordagem foi possível armazenar vários dados cujos valores estão interligados, armazenar os dados de forma organizada e devido a utilizar menos memória.

Cada um dos programas criados recebem um conjunto de parâmetros no qual o programa irá se basear, sendo eles: a sequência, quantos símbolos deseja gerar, o tamanho da ordem e o parâmetro do alpha. Depois de os dados serem obtidos é criada a tabela consoante o tamanho do texto, isto é, caso o texto tenha um tamanho inferior a 250 é criada uma tabela bidimensional com todas as combinações e carateres possíveis a seguir, caso contrário utiliza um dicionário bidimensional.

1.2. Criação do Alfabeto

O alfabeto é produzido automaticamente com base nos caracteres existentes no texto fornecido, caso o tamanho seja inferior a 250, caso contrário é produzido automaticamente com todas as letras do abecedário. Essa criação é feita numa primeira leitura ao ficheiro que contém o texto, depois verifica o tamanho do texto e por fim todos os caracteres que não sejam duplicados são adicionados a uma estrutura de dados responsável por armazenar o alfabeto.

1.3. Criação do Modelo

Tal como referido na estrutura do programa, o modelo consiste num dicionário que guarda informação estatística. Nesse sentido, é necessário ler um documento de texto para ser possível recolher informação. Antes de começarmos a treinar o modelo é feita uma medição ao tamanho do documento para, caso tenha mais de 250 bits criar um dicionário bidimensional, caso contrário um array bidimensional. O processo para treinar o modelo consiste em recolher o número de vezes que cada símbolo ocorre num determinado contexto.

Para determinar o tamanho da sequência dos caracteres o grupo utilizou a ordem do modelo k. Esta operação vai percorrer todos os caracteres do ficheiro, para cada sequência de caracteres de tamanho k o que vem a seguir, além disso, guarda o número de vezes em que o mesmo aparece nesse contexto.

No final do processo é possível utilizar o modelo para o cálculo das probabilidades, obter a entropia do modelo e gerar um conjunto de caracteres.

1.4. Cálculos das Probabilidades e Entropia

Para o cálculo das probabilidades foi utilizado o parâmetro alpha.

Caso o parâmetro alpha seja menor que 0, o programa está construído para alterar esse valor para 1 e de seguida faz o cálculo de entropia para todos os valores diferentes de zero.

Por outro lado, se o parâmetro alpha possuir um valor maior que zero e os valores da tabela sejam diferentes de zero faz o cálculo de entropia.

1.5. Geração de Texto

Na geração do texto inicialmente é obtido uma sequência de N símbolos, e esses N símbolos são o valor do modelo. De seguida, esse valor é utilizado para verificar se existe na tabela, caso não exista é gerado um símbolo aleatório da tabela ASCII. Caso contrário, é escolhido uma das opções disponíveis segundo a percentagem, ou seja, um valor com 70% tem mais chances de ser escolhido do que um valor com 10%.

2. Análise de Resultados

Utilizando o programa desenvolvido para treinar o modelo e gerar texto, o grupo procedeu à análise de resultados relevantes.

O grupo analisou o impacto da variação dos parâmetros no cálculo da entropia e no texto gerado. Além disso, foi feita uma análise e comparação dos valores da entropia entre diferentes tipos de texto.

2.1. Variação dos Parâmetros k e alpha

Esta análise tem como objetivo analisar o impacto da variação dos parâmetros k (ordem do modelo) e alpha (parâmetro) no cálculo da entropia e no impacto da variação do parâmetro k.

Esta análise foi feita ao texto de exemplo fornecido pelo professor “example.txt”.

A tabela 1 permite analisar como varia a entropia em relação à ordem do modelo e do alpha.

Tabela 1 - Análise da entropia com base na variação dos parâmetros k e alpha

|  |  |
| --- | --- |
|  | Entropia |
| K=1, alpha=0 | 3.318718515445381 |
| K=4, alpha=0 | 1.6616451387330122 |
| K=7, alpha=0 | 1.0786532902441823 |
| K=1, alpha=0.5 | 3.3192605947817735 |
| K=4, alpha=0.5 | 1.6986357808274835 |
| K=7, alpha=0.5 | 1.222885684024801 |

Analisando o impacto do parâmetro k consoante a existência de um valor alpha podemos reparar que existe dois comportamentos distintos.

Quando o alpha é igual a zero verifica-se que o valor da entropia é menor do que quando o alpha é diferente de zero. Além disso, é possível verificar que quando maior o k menor é o valor da entropia.

A tabela 2 permite compreender como é que o valor do parâmetro alpha influencia o valor da entropia.

Tabela 2 - análise da entropia com base na variação do parâmetro alpha

|  |  |
| --- | --- |
|  | Entropia |
| K=5, alpha=0 | 1.4407113170887231 |
| K=5, alpha=0.6 | 1.5149462199269839 |
| K=5, alpha=1 | 1.5603730469373427 |
| K=5, alpha=1.5 | 1.6239821078458248 |

É possível verificar que quando maior for o valor do parâmetro alpha maior será o valor da entropia.

2.2. Variação da Entropia em Diferentes Textos

Para testar a variação do valor da entropia, consoante o tipo de texto utilizado para criar o modelo, o grupo definiu um conjunto de textos em diferentes linguagens. Os textos utilizados estão presentes na tabela 1.

Os seguintes testes foram efetuados para um modelo de ordem k=2 e para um parâmetro de suavização alpha=0.2

Tabela - Variação da entropia nos diferentes tipos de texto

|  |  |
| --- | --- |
| Exemplo | Entropia |
| A cidade e as Serras (Português) | 2.911592485134473 |
| Exemple (Inglês) | 2.549149351531155 |

A tabela acima permite estabelecer comparações entre a entropia de diferentes tipos de texto.

Nos exemplos referidos acima podemos verificar que as entropias das obras variam entre aproximadamente 2 e 3. Podemos verificar que o texto em inglês apresenta uma entropia mais baixa do que o português.

3. Conclusões

Podemos afirmar que os quanto maior a ordem do modelo menor é o resultado da entropia e quanto maior o alpha maior é o valor da entropia. Por fim, é de referir que quantas mais sequências forem necessárias mais espaços será preciso, isto é, quanto mais sequências maiores será a tabela.

Concluindo, o grupo reparou que um texto pequeno teve um valor de entropia maior do que um texto mais longo, devido a ser necessário gravar na tabela todas as sequências de texto possíveis segundo a ordem k e nesse caso o texto pequeno teve mais sequências do que o texto maior.