The goal is to train neural networks to identify traits on images of herbarium sheets. We need training data of angiosperm records with both images and potential trait annotations. For this, we are using a data dump of the iDigBio database [1]. We filter this database for records that contain exactly one URI for an image and also contain notations of at least one trait of interest (flowering, fruiting, leaf-out). We download the images and use rule-based spaCy [2] parsers on text fields (reproductive condition, field notes, occurrence remarks, and dynamic properties) to determine the presence or absence of traits. Next, we use this data to bootstrap neural network classifiers (EfficientNet [3] & PyTorch [4]) to recognize traits. Few records contain notations of all of the traits, so we use pseudo-labeling [5] to retrain the models for higher accuracy.
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