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**ABSTRACT**

A protein’s three dimensional structure is very important to its function. We developed a program that predicts protein structural similarity. The program implements the linear regression algorithm for prediction. The features used for prediction include information about amino acid relative position, secondary structure proportions, and amino acid solvent accessibility proportions.

**1. Introduction**

Single chain protein structure is comprised of primary structure, secondary structure and tertiary structure. Primary structure refers to the sequence of amino acids in the chain. Secondary structure describes the local foldings that occur along the backbone of the amino acid chain. Tertiary structure is the overall three dimensional structure of the protein. Their is also another structural component of proteins known as quaternary structure which applies to proteins with more than one amino acid chain; however, we are only considering single chain proteins for this project.

Protein structure is responsible for its biological function. Understand a protien’s structure allows us to infer how it works, and how we might be able to modify it. Creating accurate models of proteins can be a very costly process. Being able to predict the similarity between two proteins may be able to give insight into how they work.

**2. Methods**

Our raw data includes two types of files, .fasta and .pbd. Each fasta file contains a protein’s amino acid sequence in FASTA format. Each fasta file has an associated .pdb file that describes the protein’s 3d structures in PDB format. The pdb files are used with a program called TM-align to generate similarity values between proteins. These values are used as training labels for the training of our model. As part of our feature generation, we generate a position specific scoring matrix (.pssm) for each .fasta file.

Our model utilizes linear regression that takes in 50 features and produces a predicted similarity score. The first 40 features are generated from each proteins associated .pssm file (20 from each). The features are created by doing a column-wise average on the matrix. Each of these values is brought down to value between zero and one by dividing each of the values by 100. The next six features are generated by another predictor which predicts whether each amino acid residue is part of a helix, strand or coil. Thus we take the predicted values to summarize the proportion of each of the these classes in each protein. The proportion of each class is then used as a feature (three per protein). The last four features relay the proportions of amino acids in each protein that are buried or exposed to the surrounding solvent. These values are also generated from another machine learning predictor.

**2.1 Linear Regression**

Prediction is done with linear regression by multiplying each feature by an associated weight and adding up the results to get the prediction. Optionally one can add an additional bias weight that does not get multiplied by anything. Training the weights is done using gradient decent. The gradient is calculated by taking the partial derivative of a cost function with respect to each weight. The cost is the squared difference between the predicted value and the actual value. For batch processing, the cost is calculated for several training examples at one, where as stochastic processing calculates the cost for one training example at a time.

After we have calculated the gradient of the cost with respect to each weight, we can use this to nudge each weight down the gradient by a ratio of the gradient. This means that the stronger the gradient is, the more we adjust the weight. We further control the amount of adjustment with per-determined learning rate. We continue adjusting the weights until either the cost function has reached a minimum or the cost has reached an acceptable minimum.

**3. Results**

...

**4. Discussion**

...
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