# Literature Survey

The article written by Dr. Sebastian [1] describes how Naïve Bayes Algorithm can be utilized to classify a given email message as spam or ham. Bag of Word model is used which was constructed after pre-processing an email message through stop-word removal, stemming and lemmatizing. Natural Language Toolkit [2] is an open source program developed to perform various text processing tasks. This package defines methods for stop word removal, lemmatization and stemming. The article [3] is based on n-gram model for spam filtering where they found out that by using a n-gram of size 3 and 4 would produce better results when compared to the normal unigram model.

The web article [4] shows a step by step expressions and values for deciding if a sentence is sports or non-sports related. Here they implemented a count based approach and used this as prior for calculating the conditional probabilities. They also show how to make use of Laplace Smoothing to prevent probabilities to always be zero. Another interesting web article [5] which uses the concept of logarithms to prevent underflow while working with large denominators. On applying the logarithm for each term of the Bayes Theorem, the multiplication would be converted to addition and division would be a simple subtraction of the logarithms of each terms.
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