Python 3.12.5 (tags/v3.12.5:ff3bc82, Aug 6 2024, 20:45:27) [MSC v.1940 64 bit (AMD64)] on win32

Type "help", "copyright", "credits" or "license()" for more information.

= RESTART: C:/Users/HP/Desktop/fake\_news\_detection-deep-nlp/main.py

[nltk\_data] Downloading package stopwords to

[nltk\_data] C:\Users\HP\AppData\Roaming\nltk\_data...

[nltk\_data] Package stopwords is already up-to-date!

C:\Users\HP\AppData\Roaming\Python\Python312\site-packages\tf\_keras\src\losses.py:2976: The name tf.losses.sparse\_softmax\_cross\_entropy is deprecated. Please use tf.compat.v1.losses.sparse\_softmax\_cross\_entropy instead.

WARNING:tensorflow:From C:\Users\HP\AppData\Roaming\Python\Python312\site-packages\tf\_keras\src\backend.py:873: The name tf.get\_default\_graph is deprecated. Please use tf.compat.v1.get\_default\_graph instead.

All PyTorch model weights were used when initializing TFBertForSequenceClassification.

Some weights or buffers of the TF 2.0 model TFBertForSequenceClassification were not initialized from the PyTorch model and are newly initialized: ['classifier.weight', 'classifier.bias']

You should probably TRAIN this model on a down-stream task to be able to use it for predictions and inference.

Label: Fake

Misinformation Score: 100.0%