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**1. Introduction**

Public speaking skills help you communicate important messages inside and outside of the organisation. Public speaking is so important that it could be the deciding factor in many things such as your career development, your business growth and even in the relationships you have with your friends and family. We plan to build a tool based on analysis of the recorded speech that can help an individual improve by classifying the feedback of his speech. This is done by highlighting the key points mentioned in the speech and analysing the over-all emotion. This problem is interesting because it helps the person to improvise the content and the emotion associated with it.

Existing approaches to solve this problem are done in two phases. First by analysing the sentiment of the speech. Second by summarising the speech data. These two phases are performed for a corpus based on English Language. In our approach, we try to combine both the phases by analysing the emotion of the speech as well as summarise the content by using machine learning algorithms, followed by emotion analysis and summarisation for German Corpus.

**2. Method**

**Materials:**

We used publicly available emoDB which is a Berlin database for emotional speeches. A database of 700 emotional utterances spoken by actors was recorded as part of a DFG funded research project SE462/3-1 in 1997-1999. Every utterance is named according to the same scheme:

* Positions 1-2: number of speaker
* Positions 3-5: code for text sample
* Position 6: emotion (letter stands for German emotion word)
* Position 7: if there are more than two versions these are numbered a, b, c ....

Example: 03a01Fa.wav is the audio file from Speaker 03 speaking text a01 with the emotion "Freude" (Happiness).

The database has samples for the following emotions: Anger (W), Boredom (L), Disgust (E), Anxiety/Fear (A), Happiness (F), Sadness (T) and Neutral version(N).

**Procedure:**

1. Corpus Building:

Each audio sample was tokenised sentence-wise by taking the audio file and the time intervals spoken for each sentence using aeneas which aligns the spoken data with its respective sentence from the transcript file. The resulting time frames were then used to build the model for classification.

Tools: aeneas.

2. Extracting Model Parameters:

Each audio file was processed along with their respective transcript to align the sentences with the sentences in the transcripts using aeneas which outputs a time frame for each sentence. This output was then used to create a series of sentence fragments from the audio file using pydub and the resulting fragments were used as an input to py AudioAnalysis to extract different features. The result of the feature extraction was saved as a pickle file for each emotion as a pandas DataFrame object.

Tools: pyAudioAnalysis, Pandas, pydub.

3. Emotion Analysis:

We predicted the emotion behind a test speech. The following procedure was followed for this:

* ***Naive Bayes****:*

*Training –*

We used Gaussian Naïve Baye’s to train the model. This is because the features that were extracted were continuous real-valued Gaussian distributions. The model was trained for each of the following features – F0, spectral centroid, MFCC, energy levels, chroma, spectral flux , spectral spread, spectral entropy, ZCR, loudness, energy entropy, chroma deviation and spectral roll-off.

*Classification –*

The test data was predicted the emotion for each feature. The emotion class with the highest frequency amongst all the features was assigned to the sample data.

Tools:

Pandas, SKLEARN

4. Speech Summarisation:

The objective of this step was to provide an extractive summary of the speech. In this step, we used Text Rank algorithm on the transcript of the speech. Each sentence in the transcript was first split into sentences to construct a bag of word model representing the term frequency using sklearn. The bag of word model was then normalised using TfidfTransformer. The normalisation process will re-weight each word is based upon its tf-idf, which will diminish the effect of words common to each sentence.

The TextRank algorithm was implemented by considering each sentence as a document by generating the similarity graph between the sentences in the transcript file and was allotted a similarity score based on PageRank algorithm from the [NetworkX](http://networkx.lanl.gov/) graph library. After this step, we had the representative sentences for each sample speech along with their similarity score ranked in descending order.

Tools/Packages: sklearn, [NetworkX](http://networkx.lanl.gov/)

5. Extracting Test Data:

**OPTIONAL**

[PARIDHI – **WRITE ABOUT YOUR CRAWLER IF YOU CAN MAKE IT WORK TO OBTAIN TEST DATA FOR ALL 7 EMOTIONS]**

**Evaluation:**

1. Corpus:

2. Emotion detection:

3. Speech Summarisation:

The summary generated by our algorithm was then compared with other summarisation tools available online using document similarity approach. Apart from this, the generated summary was manually evaluated by the user to check for its validity and correctness.

[AS DECIDED, WE CAN MANUALLY GENERATE THE SUMMARY FOR TEXT USING VARIOUS SUMMARISATION TOOLS ONLINE AND ASSIGN A SIMILARITY SCORE LIKE F1 SCORE]

**3. Results**

**4. Discussion**

[WRITE ABOUT THE PRECISSION RATE OF TOKENIsING AUDIO TO FETCH THE FEATURE VALUES FOR SAMPLE DATA]

**Future research**:
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**6. Division of Labor between teammates**

**Emotion Analysis:** Raksha, Pradeep

**Speech Summarisation:** Pradeep

**Corpus Building:** All

**Evaluation**: Suraj, Raksha

**7. Word Count for the document:** 980 words