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# Chapter 4

Test and Evaluation

## Introduction

The detection of SQL injections using AI techniques, such as machine learning and deep learning algorithms, has gained the interest of many researchers in this field. These techniques have been shown to be effective at identifying SQL injection attacks with high accuracy.

In this chapter, we will discuss the test and evaluation of our model for detecting SQL injection attacks. We will use a variety of metrics, including accuracy, precision, recall, and F1 score. We will also compare the performance of our model to other machine learning algorithms and related works.

## Evaluation Metrics for Assessing Model Performance

In the field of machine learning and classification tasks, evaluation metrics play a crucial role in assessing the performance of models. These metrics provide quantitative measures that help us understand the accuracy, effectiveness, and reliability of model predictions. When evaluating the performance of classification models, it is essential to examine the appropriate evaluation metrics that provide insights into their strengths and weaknesses. In this section, we will explore some of the most commonly used evaluation metrics that provide valuable insights into the performance of classification models.

### Confusion Matrix

The confusion matrix provides a tabular representation of the model's predictions against the actual labels. It allows us to visualize the distribution of true positives, true negatives, false positives, and false negatives, providing valuable insights into the model's performance [26].

|  |  |  |
| --- | --- | --- |
|  | Positive Prediction | Negative Prediction |
| Positive Class | True Positive (TP) | False Negative (FN) |
| Negative Class | False Positive (FP) | True Negative (TN) |

TP (True Positives): Correctly predicted positive instances.

TN (True Negatives): Correctly predicted negative instances.

FP (False Positives): Incorrectly predicted positive instances.

FN (False Negatives): Incorrectly predicted negative instances.

### Accuracy

Accuracy is a commonly used evaluation metric that measures the overall correctness of model predictions. It calculates the ratio of correct predictions to the total number of instances. Accuracy provides a general overview of the model's performance across all classes [26].

**Accuracy** = Correct Predictions / Total Predictions

### Precision

Precision focuses on the proportion of correctly identified positive predictions (true positives) out of the total positive predictions made by the model. It helps assess the model's ability to minimize false positives [27].

**Precision** = TruePositive / (TruePositive + FalsePositive)

### Recall

Recall, also known as sensitivity or true positive rate, measures the proportion of true positive predictions captured by our model out of the total actual positive instances. It reflects the model's ability to minimize false negatives [27].

**Recall** = TruePositive / (TruePositive + FalseNegative)

### F1 Score

The F1 score is a combined metric that balances precision and recall. It provides a harmonic mean of these two measures and offers a comprehensive evaluation of the model's performance [28].

**F-Measure** = (2 \* Precision \* Recall) / (Precision + Recall)

By analyzing these evaluation metrics, we can gain a deeper understanding of how our classification model performs and identify areas for improvement. These metrics provide valuable insights into the model's strengths and weaknesses, allowing us to make informed decisions to enhance its performance.

## Model Performance Analysis

In this section, we evaluate the performance of our SQL injection detection model based on the BERT architecture. As already discussed the model was trained on a dataset containing 22,599 samples, consisting of both SQL injections instances and normal SQL queries.

We assess the model's performance using a variety of evaluation metrics, including accuracy, precision, recall, F1 score, and the confusion matrix. These metrics provide valuable insights into the model's ability to correctly classify SQL injection instances and non-malicious queries.

The performance results obtained are as follows:

**Accuracy:** The model achieved an accuracy of **99.98%** during training and validation, indicating its high level of accuracy in classifying the queries.

**F1 Score:** The F1 score, which considers both precision and recall, also reached an impressive value of **99.98%.** This indicates a balance between correctly identifying SQL injection attacks (precision) and capturing all actual SQL injection instances (recall).

**Precision:** The precision of the model, which measures the proportion of true positive predictions out of all positive predictions, was **100%.** This indicates a very low rate of false positives, meaning that the model maintains a high level of confidence in its SQL injection detection predictions.

**Recall:** The recall of the model, which measures the proportion of true positive predictions out of all actual positive instances, was **99.96%.** This indicates the model's ability to capture nearly all instances of SQL injection attacks, resulting in a low rate of false negatives.

The confusion matrix provides a more detailed breakdown of the model's performance:

|  |  |  |
| --- | --- | --- |
|  | Positive Prediction | Negative Prediction |
| Positive Class | 2274 | 1 |
| Negative Class | 0 | 2245 |

The confusion matrix reveals that out of the 2275 positive instances (normal queries), the model correctly identified 2274 instances as positive (true positives) while misclassifying one instance as negative (false negatives). It also correctly classified 2245 out of 2245 negative instances as negative (SQL injections)

These results are consistent with the findings of Srishti Lodha and Atharva Gundawar from the Department of Computer Science and Engineering at Vellore Institute of Technology [29], who made a similar study using the BERT architecture for SQL injection detection. Their research demonstrated comparable performance and highlighted the effectiveness of the BERT model in accurately identifying SQL injection attacks.

Overall, the performance results demonstrate the high accuracy, precision, recall, and F1 score of our SQL injection detection model. These results, in alignment with the work of Srishti Lodha and Atharva Gundawar, underscore the effectiveness of the BERT model for accurately detecting SQL injection attacks while minimizing false positives and false negatives.

## Comparative Analysis with Other Approaches

In this section, we present a comparative analysis of our BERT-based SQL injection detection model with other commonly used approaches available in the literature. While we didn't evaluate the performance of the alternative approaches ourselves, we have collected and compiled information from various sources on their reported performance. By comparing our model with these approaches, we aim to provide insights into the effectiveness of our BERT-based model for SQL injection detection. The comparison is based on commonly used evaluation metrics such as accuracy, precision, recall, and F1 score. The findings of this analysis are summarized in the following table.

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| Model name | Training Accuracy | Validation Accuracy | Precision | Recall | F1 |
| KNN | 100 | 99.12 | 98.85 | 99.52 | 99.18 |
| SVM | 92.78 | 92.44 | 90.21 | 96.36 | 93.19 |
| BERT | **99.99** | **99.98** | **100** | **99.96** | **99.98** |

The compared approaches were trained on a dataset of approximately 42,000 data points, while our dataset consisted of 22,599 samples. This disparity arises from the fact that we obtained the original dataset from the same resource, but we had to perform data cleaning and preprocessing to ensure its quality.

The comparison shows that BERT performed the best among the compared models in terms of key evaluation metrics, including accuracy, precision, recall, and F1 score. These results affirm the effectiveness of BERT in detecting SQL injection attacks, highlighting its superior performance in our study.

## Conclusion

In conclusion, our model for detecting SQL injection attacks has shown impressive effectiveness. Through testing and evaluation using various metrics, we have demonstrated its accuracy in identifying SQL injection attacks also the comparison with other models further validates its superior performance.
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