HW 6

Andrew Jowe

# 1

1. The overall trend for factor A is that as we increase the dosage of the first ingredient, the number of hours of relief increases.
2. The overall trend for factor B is that as we increase the dosage of the second ingredient, the number of hours of relief increases.
3. I would use the smallest multiplier out of the three for precision since all multipliers can be used.
4. If we assume no interaction effect, I would say increasing factor A is generally more important for increasing the number of hours of relief since there is a bigger increase from low to medium and medium to high for factor A compared to factor B.

# 2

1. The 95% confidence interval is .
2. We are 95% certain that the difference of hours of relief on average between low dosage of factor A and low dosage of factor B is around 0.5441676 to 0.9558324 lower. This means for low dosage of either drug, people are better off with drug B.
3. The 99% confidence interval for is . The 99% confidence interval for is .
4. The confidence interval for tells us that we are 99% certain that difference of hours of relief on average between a low dosage of drug A and a high dosage of drug A is around 5.6433579 to 6.2566421 lower.
5. The 90% confidence interval is . We are 90% certain that the difference of hours of relief on average between low dosage of factor A and high dosage of factor A is around 1.8041228 to 2.3958772 lower for those who took low dosage of factor B.

# 3

1. Yes, because 0 is not in our interval.
2. Yes, because 0 is not in our interval.
3. Yes, because 0 is not in our interval.
4. I would have them take a high dosage of drug A and drug B because we have clearly shown higher dosages of both drugs yields better results.

# 4

1. Yes, a weighted confidence interval changes the bounds compared to the unweighted confidence interval. Lets look at the equation for confidence interval:
   * We can tell that the weights can change not only the center of the confidence interval but also the spread of the confidence interval. Both of these will affect the bounds.
2. I would suggest equal weights because unequal weights will make the result difficult to interpret.
3. One reason to give unequal weights for smokers is due to the unequal sample sizes. Since the sample size of smokers is larger, we can assign a larger weight to this as it is more reliable information and indicates greater precision.
4. One reason to give equal weights is because unequal weights makes interpretation of the result difficult.

# 5

1. We are 95% certain that females on average have around 0.84 to 2.18 less lung capacity compared to males.
2. It would be unusual because -3 is not in our confidence interval.
3. We are 95% certain that nonsmokers on average have around 1.82 to 2.45 more lung capacity compared to smokers.
4. Yes, because 0 is not in our confidence interval.

# 6

1. Lets interpret the confidence interval for . The difference of lung capacity on average between non smokers and smokers is 0.4 to 2.6 more for females.
2. No, because our interval from (a) includes the interaction effect of A on B compared to (5c) which only accounted for factor B.
3. No, because our interval from (a) includes the interaction effect of A on B compared to (5c) which only accounted for factor B.
4. is our default modifier regardless of which group the subject belongs to. is our modifier if the subject is within Male group of factor A. is our modifier if the subject is within the smokers group of factor B.

# 7

1. True. If there is no interaction effect, we don’t expect a change in confidence interval if we choose to look at different groups in factor B when contrasting two means in factor A. We might as well compute the confidence interval for a contrast of or .
2. False. The multiplier used should be the smallest multiplier out of all the multipliers. Even though Bonferroni multiplier can be used for any contrast, it is not necessarily the smallest.
3. False. These multipliers are used for creating confidence intervals that contrast means, not for finding the true population mean.
4. True. The amount of parameters to estimate for the regression model is the same as the model we chose. In our case, we chose the no interaction model, which has parameters.

# I

1. The confidence interval for is .
2. The confidence interval for is . The confidence interval for is .
3. The confidence interval for is . The confidence interval for is .
4. Our results from C shows that the average days it takes for a Small systems, Exp experience programmer is around to more than Both systems, Exp experience programmer. The average days it takes for a Small systems, New experience programmer is around to more than Both systems, New experience programmer.
5. The largest difference of days we would expect for the average programmer with different types of experience is around 97.1478.
6. Yes, expereinced programmers do have significantly lower averages than other categories, because none of the confidence intervals in b contain 0.

# II

* There are parameters total.

1. represents the estimated average for Medium Systems, High (Exp) Experience
2. represents the estimated average difference between Medium Systems, High Experience and Small Systems, High Experience ().
3. represents the interaction effect between Small Systems and Medium Experience.
4. represents the interaction effect between Small Systems and New Experience.

# III.a

Assuming that factor is Method and factor is Room.

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAeAAAAGACAMAAABC/kH9AAAAclBMVEUAAAAAADoAAGYAOpAAZmYAZrY6AAA6ADo6AGY6ZmY6kNtmAABmADpmAGZmOpBmZgBmkJBmtv+QOgCQOjqQZgCQkGaQ2/+2ZgC225C2/7a2/9u2///bkDrb25Db/7bb////tmb/trb/25D//7b//9v////BiAZ8AAAACXBIWXMAAA7DAAAOwwHHb6hkAAAOGklEQVR4nO2dC3vbthWG6XhyWjvraq0Vt5WLOV3+/18cQZC0KAu8gOfg8ul7n6dJlLAHkF7jSuKouBBoitgVILpQMDgUDA4Fg0PB4FAwOBQMDgWDQ8HgUDA4FAwOBYNDweBQMDgUDA4Fg0PB4FAwOBQMDgWDQ8HgUDA4FAwOBYNDweBQMDgUDA4Fg0PB4FAwOBQMDgWDQ8HgUDA4FAwOBYNDweBQMDgUDA4Fg0PB4FAwOBQMDgWDQ8HgUDA4FAwOBYNDweBQMDgUDA4Fg0PB4FAwOBQMDgWDQ8HgUDA4FAwOBYNDweBQMDgUDA4Fg0PB4FAwOBQMDgWDQ8HgUDA4FAwOBYNDweBQMDgUDA4Fg7NG8Onttfm1Lori219a9SHCrBZcPX+YP707wpFAaAnu1LaaN4YjG1ATfHxpBdeOTpqCA8EWDI6SYNP57y79dGtjOLIBFcGX1vHToZlIO/xScCi0BAcOR1wEFrx+9k62oSS4bIbg877x6FgGR2jBD/ojpSPYzJ1LM8tKaZL1mL2GiuDzvtFaN5OsZJZJtrhHVKy0THrvtziS2Oh4RLE9j9CCi4lXkJx++/zQlcfgVvXmcNu4LQrDsG0//YvRXLaZ4bb7D2W7XLm+borsZ9FXZSMovhY8vmdXfvv3b/81dwJK03sW1ULDeW50OIoBMOwUfHx5b7poI9cKdi5kbshRMERTvUPVdLx/GsFl20ceX4qiHRPbDtMKNpf1gl296JgMBU+Xka/8slmZ1GZsLXeN7Ob31uHni+ef14Kr3bKo+QmeKyLX9m3vtJdPh9OPg31lBA8v2ga9MxfaSVbhWMfckp/gefJU3G0w2DG4Nt1y3wvX3aTW3K597VtwbW3Pgig4T6pBcDMWf/tX14KHF5d2HWy6cSu47dEXkJXgNU0zux+1oQV3HbIVPLy4tIKP3w+94ApO8MqeN7eO2lps5lOt6brroocXjflGsGngfQteNgjnI3h96MQUz90tr9pnZWwLbobb1+Ehx+5FM4v++bb7HINhl0l5suCnrV8Hm98PpWmrzVR5eNHuIO4uuluVocMJkF6NvNG/2RA8nETY6IZVHmSCErzxA4o7FCuVjiR4e8zojVgeIMH52tHsOoAECxG8ZrojA4hgyXCBh2Ll0iAESysJpThEOQiC0+3uJwnzYwQgOOqS2n/tGvehpQ0XRgmnway67ohV2nvfFDyBW8To/FzSd6+UBLcb3sVElh2ZNxll7+nO2cg11QhcZaUH3/uD384T4BJvM4Je18HXdDskFcFX5xkUj64EnqVMn2pe8sMW5VS0iuCrR3GTOHy2jUbLkhPriT7EmXELDsPyfARpviWtMbhrwlpjcJgPc2WqCde1URNWFN2Md/bBrHV1tImUJsJuestBtvhutSwaZJf+ZTiKrpGVc4/uJLQO1v7EHJ3yonmUfG02UnSP0p73M21YauG6PcuO7t21jVPl6yuSyCVU9LOg/808Hb2urkmfD3Ygk91pCKFot6+p6/fRtfvdwqBraqCWZUfrQ1vhdvN6KSzFwuPB65dJCjk6dBrF2oa75CbEhuoIoyJYKcuO/Mfm2StP/z9p5fFT6aJ1WrD4YxtKHcLwSxIMk6y5Iyx+Y3AKWXbuFK4k9ypoMoaVlknpzqLF3H6JMo6biuFuo+O8T3qjQ8qJaMOd2elKZCAuum1F4a3KJeUuv1akbIVeuY/oiJyE4Qwe2VHqUcWYeLBHrczlZCA48QKnAifQTT+K4FifdHTDiQsWKzXerD1WwWvLjyFYroeLe8c9JikLlisy8rZK1NLFLxQLJ7lklQuVW/GFzW04n2on50lW7HEw7ghR2Ry0u9kLhcsNWFp0wRG76cLkvLtM3JkfLhQud/If0fxeIq7TTJphg+u+3nChcLlpFBUQ0V3wKW6u7VtuPXO3IdynLi0kEcGRuumiP2XS3TZ0Xyhcrmy4JEqaJUZVKDgkEeqSYBedaUGLCF+bFCdZOZazlOADcf/ITlLLpAzLWU7gGiW60ZFZMasIWyfwrcoUBYftphO+2ZBNKesJWC8VwXZAr/Wz7MyQqt8kV4mrBbfTcucX5z244ASXiWsFd2pj5uhI2G+4gVhNcLf8ipllJ2nByU1D8mvBiftNbZj6vNDoqybPQtgULLuL/AHwNSQvONV80eXzh9kX6fc479M4br+fy7U/pv/W0vd7SepjGC5svyiveHeOrsLlJluADOl8DiPB5htLF36p5U0UgSw7C0vSLkAI7U/Cp4vend6eP07m6w8dmH+XKteTXPxetKvqNclqhtfzVOqH09uvL2FvTgWPL4lqXdWWSdX0N4un0jElgWZtdfeidyLh1pOXX9WB2Edw00c/f5QTffCw+q2dtxsoeIxajT0E10+Hykyy3IZnHw9JZdxJCK06rxdsMiOZDciJZRIFe5DM18uadbARnO5GR5Z+L0r19m/B5exaV6TcpEIro1Fz7zG4mn+MS6TcpEJro1B1z1l0UcwlTpMqN6HIAVDI5SV+YZRwQSIHQbr6fmNwwHKTCRyKWC1pNIsOWG4icQMi2037TLI2rY/WlptI3KBIvgmfFlzMfLOoaLlJhA2N4NsAm2SBCI6RAi4LwSh+L3JvxUdwe1otxXUwkF+xN+MzyWoflUxxJwtKsBD+6+C5lABC5UaOmT3+6+D07iZR8B2AWjD93gNnDKbfu+DMoin4LjDrYPq9DwWD4yPYPKzjPjcoXG6keDB4CLYPY02dTZIsN0o4IJTWwe0XUwbMskPBLjasgycEV8VwtCHICX/6deLRRdsV8HHi/ODVUz1hcnRQsBOVdfDVUz1BsuzQrxuVZVLgFky/E+isg4d9zCBjMAVPsFpwO/bWc1uV/YNbzhsSMZ46ekjWCm4T2JkkO3Pf8SBVbtBQgKwV3GbHMkl2ZvJkuaLIZ9mh30lWCm5P/toELBMbHSGz7NDvNKsFvw8pOKYEh8uyQ8HT+Ai2w+/EEx0Bs+zQ7ww+Y3BlZtBTibICZtmh4BnWCq6fDnaELSe2osNl2aHfOVavg+t2cXt8mZpGBUvCQr+zqOxkUXA6ZP3IDv3OQ8Hg5CyYfhdAweBkLJh+l5CvYPpdBAWDk61g+l0GBYOTq2D6XUimgul3KRQMTp6C6XcxFAxOloLpdzk5CqbfFVAwOBkKpt81UDA4+Qmm31VkJ5h+16H4VGWtkoSFgtehJ7g92uL8ihZfT/S7EjXBnVrpFA4UvBI1wd0BceEkLPS7lrxaMP2uRkmwOcO/u0wcYqHgQGgtkxrHT4eJlKVequh3PVmtgyl4PYEFb0rCQr8eKAk2x8NNxkNnNi0PWfTrg47g1u/3g+xGBwX7oLeTZfNoyS2T6NcLJcHvfUJSuY0OCvZCqYveNW13Z/4k1oLp1w8dwae3b3+1Tbh2zbLW+qJfT7SWSbVdDO2EwlGwL5lsdNCvLxQMTh6C6debLATTrz8UDE4Ogul3AxQMTgaC6XcL6Qum301QMDjJC6bfbVAwOKkLpt+NUDA4iQum362kLZh+N0PB4CQtmH63Q8HgpCyYfgVIWDD9SkDB4CgJPu/tY7MbsuzQrwg6gqti+H5Z7xP+FCyCiuDuXJLB++gK/cqgdvisw/fwGf0KkWoLpmAhtMbgrgn7jsH0K4XSLNomUmq/Dd4rHAVLkeY6mH7FCCx4WZYd+pVDSfC2LDsULIeO4G1ZduhXEKV18KYsOxQsiNpGh3+WHfqVRKmL3oln2SF+6AiWz7JDPNFaJkln2SGepLnRQcSgYHAoGBwKBieaYBKISIJJalAwOBQMDgWDQ8HgUDA4FAwOBYNDweBQMDgUDA4Fg0PB4FAwOBQMDgWDQ8HgUDA4FAwOBYNDweBQMDjKgs/7Lh9P3SVuOf7iyoLoH7ZNsOhI+7Ml7qWayGWwJW5D6cxjI4y+YPtOSvu7OZ8oHfa8byxU7gNxvnEvVVNX5znKDXEvV6LVURf8tx/mEzr9/R/mHdUTeUy9wx5fTD6JSiLwKG6b0OC8320Pe/sxmHRUMIJ3pemc6uc/mndUF6+u1ABbwraINLWvcaUEj+NWn/XWRl9wbd5K+doNOmKCx2FtghiFuJVQFz2Ke/x+wBmDd2ZadfpxkBY8DutOrrgpbi02ebuOa5IkAAk+79+brulDWvBNWJE51te4zd9ImBjHNQlOgASbtC3l8CMrJngUVqb93qmu3Nj+GbfNNIYk+PjLf/55kBd8FbYS8vu1us14+eLI+eYdt+oOgArEXUAAwef97834Iy74M2wl9lmN4lq1IhX+8jFAteBmdb+7yAsewh5fhNrvbXX7CZF0XAOU4Nq0MHnBfdiuy5MaK6+qW0p1pF8+BhjBJDYUDA4Fg0PB4FAwOBQMDgWDQ8HgUDA4FAwOBYNDweBQMDgUDA4Fg0PB4FAwOBQMDgWDQ8HgUDA4FAwOBYNDweBQMDgUDA4Fg/M4gr+mMrKv3i+nt7sHkGQS7MTmoQSPUxm1GLkUDMFtKiMLBcNwk8qoarPjHV+K4vnn2+8v9pxo3afMMznu/qTgrBinMjLpkczJcduCTaq85j9zgvf0trM5mWqhNIaReSjBn6mM2ix25jS6Ffza5uKwp/mbntkmbygpOCtGqYzs+NqIHMbg5hfrtfnVpiHgGJwXo1RGdZ/p5qvg5g8VBWfIKJXRII8tGIZRKqNhZXQt+GYMlklTGZvHEvyZyqi110yjzASrF/w5i7ZTagrOiptURmYdbHri0qyDO8FcB5PsoGBwKBgcCgaHgsGhYHAoGBwKBoeCwaFgcCgYHAoGh4LBoWBwKBgcCgaHgsGhYHAoGBwKBoeCwaFgcCgYHAoG5//uW1T25ZXsagAAAABJRU5ErkJggg==)

# III.b.1

Here are the means for factor alone:

|  | x |
| --- | --- |
| M1 | 70.100 |
| M2 | 81.875 |
| M3 | 80.000 |
| M4 | 77.850 |

# III.b.2

Here are the means for factor alone:

|  | x |
| --- | --- |
| C | 80.84783 |
| O | 74.40476 |

# III.b.3

Here are the means for both factors and :

|  | x |
| --- | --- |
| C | 80.84783 |
| O | 74.40476 |

# III.c.1

Here are the counts for factor alone:

|  | x |
| --- | --- |
| M1 | 20 |
| M2 | 24 |
| M3 | 24 |
| M4 | 20 |

# III.c.2

Here are the counts for factor alone:

|  | x |
| --- | --- |
| C | 46 |
| O | 42 |

# III.c.3

Here are the means for both factors and :

|  | C | O |
| --- | --- | --- |
| M1 | 12 | 8 |
| M2 | 12 | 12 |
| M3 | 12 | 12 |
| M4 | 10 | 10 |

# III.d

The full model is:

The reduced model is:

There is no interaction effect. Don’t use the full model.

There is interaction effect. Use the full model.

Since , we accept . Therefore, we do not use the full model.

# III.e

# III.f

We would choose the Tukey multiplier because that multiplier assumes that we are making all possible pairwise confidence intervals. We can have the multiplier only account for factor B.

# Appendix

# Functions   
# Plus minus function  
plus.minus = function(value) {  
 return(c(-value, value))  
}  
  
# Find means  
find.means = function(the.data,fun.name = mean){  
 a = length(unique(the.data[,2]))  
 b = length(unique(the.data[,3]))  
 means.A = by(the.data[,1], the.data[,2], fun.name)  
 means.B = by(the.data[,1],the.data[,3],fun.name)  
 means.AB = by(the.data[,1],list(the.data[,2],the.data[,3]),fun.name)  
 MAB = matrix(means.AB,nrow = b, ncol = a, byrow = TRUE)  
 colnames(MAB) = names(means.A)  
 rownames(MAB) = names(means.B)  
 MA = as.numeric(means.A)  
 names(MA) = names(means.A)  
 MB = as.numeric(means.B)  
 names(MB) = names(means.B)  
 MAB = t(MAB)  
 results = list(A = MA, B = MB, AB = MAB)  
 return(results)  
}  
  
# Give me multipliers  
find.mult = function(alpha,a,b,dfSSE,g,group){  
 if(group == "A"){  
 Tuk = round(qtukey(1-alpha,a,dfSSE)/sqrt(2),3)  
 Bon = round(qt(1-alpha/(2\*g), dfSSE ) ,3)  
 Sch = round(sqrt((a-1)\*qf(1-alpha, a-1, dfSSE)),3)  
 }else if(group == "B"){  
 Tuk = round(qtukey(1-alpha,b,dfSSE)/sqrt(2),3)  
 Bon = round(qt(1-alpha/(2\*g), dfSSE ) ,3)  
 Sch = round(sqrt((b-1)\*qf(1-alpha, b-1, dfSSE)),3)  
 }else if(group == "AB"){  
 Tuk = round(qtukey(1-alpha,a\*b,dfSSE)/sqrt(2),3)  
 Bon = round(qt(1-alpha/(2\*g), dfSSE ) ,3)  
 Sch = round(sqrt((a\*b-1)\*qf(1-alpha, a\*b-1, dfSSE)),3)  
 }  
 results = c(Bon, Tuk,Sch)  
 names(results) = c("Bonferroni","Tukey","Scheffe")  
 return(results)  
}  
  
give.me.CI = function(the.data,MSE,equal.weights = TRUE,multiplier,group,cs){  
 if(sum(cs) != 0 & sum(cs !=0 ) != 1){  
 return("Error - you did not input a valid contrast")  
 }else{  
 the.means = find.means(the.data)  
 the.ns =find.means(the.data,length)  
 nt = nrow(the.data)  
 a = length(unique(the.data[,2]))  
 b = length(unique(the.data[,3]))  
 if(group =="A"){  
 if(equal.weights == TRUE){  
 a.means = rowMeans(the.means$AB)  
 est = sum(a.means\*cs)  
 mul = rowSums(1/the.ns$AB)  
 SE = sqrt(MSE/b^2 \* (sum(cs^2\*mul)))  
 N = names(a.means)[cs!=0]  
 CS = paste("(",cs[cs!=0],")",sep = "")  
 fancy = paste(paste(CS,N,sep =""),collapse = "+")  
 names(est) = fancy  
 } else{  
 a.means = the.means$A  
 est = sum(a.means\*cs)  
 SE = sqrt(MSE\*sum(cs^2\*(1/the.ns$A)))  
 N = names(a.means)[cs!=0]  
 CS = paste("(",cs[cs!=0],")",sep = "")  
 fancy = paste(paste(CS,N,sep =""),collapse = "+")  
 names(est) = fancy  
 }  
 }else if(group == "B"){  
 if(equal.weights == TRUE){  
 b.means = colMeans(the.means$AB)  
 est = sum(b.means\*cs)  
 mul = colSums(1/the.ns$AB)  
 SE = sqrt(MSE/a^2 \* (sum(cs^2\*mul)))  
 N = names(b.means)[cs!=0]  
 CS = paste("(",cs[cs!=0],")",sep = "")  
 fancy = paste(paste(CS,N,sep =""),collapse = "+")  
 names(est) = fancy  
 } else{  
 b.means = the.means$B  
 est = sum(b.means\*cs)  
 SE = sqrt(MSE\*sum(cs^2\*(1/the.ns$B)))  
 N = names(b.means)[cs!=0]  
 CS = paste("(",cs[cs!=0],")",sep = "")  
 fancy = paste(paste(CS,N,sep =""),collapse = "+")  
 names(est) = fancy  
 }  
 } else if(group == "AB"){  
 est = sum(cs\*the.means$AB)  
 SE = sqrt(MSE\*sum(cs^2/the.ns$AB))  
 names(est) = "someAB"  
 }  
 the.CI = est + c(-1,1)\*multiplier\*SE  
 results = c(est,the.CI)  
 names(results) = c(names(est),"lower bound","upper bound")  
 return(results)  
 }  
}

# 2.a   
a <- 3  
b <- 3  
nidot <- 12  
ndotj <- 12  
nT <- 36  
  
alpha <- 0.05  
g <- 1  
  
SSE <- 1.63  
dfSSE <- nT - a \* b  
MSE <- SSE / dfSSE  
  
mu1dot <- 3.88  
mudot1 <- 4.63  
  
all.mult <- find.mult(alpha = alpha, a = a, b = b,  
 dfSSE = dfSSE, g = g, group = "AB")  
the.mult <- min(all.mult)  
the.CI <- mu1dot - mudot1 + plus.minus(  
 the.mult \* sqrt(MSE \* (1 / nidot + 1 / ndotj))  
)

# 2.c   
alpha <- 0.01  
g <- 2  
  
mu3dot <- 9.83  
mudot3 <- 8.98  
  
all.mult <- find.mult(alpha = alpha, a = a, b = b,  
 dfSSE = dfSSE, g = g, group = "AB")  
the.mult <- min(all.mult)  
the.CI.1 <- mu1dot - mu3dot + plus.minus(  
 the.mult \* sqrt(MSE \* (1 / nidot + 1 / nidot))  
)  
the.CI.2 <- mudot1 - mudot3 + plus.minus(  
 the.mult \* sqrt(MSE \* (1 / ndotj + 1 / ndotj))  
)

# 2.e   
alpha <- 0.1  
g <- 1  
  
nij <- 4  
  
mu11 <- 2.48  
mu13 <- 4.58  
  
all.mult <- find.mult(alpha = alpha, a = a, b = b,  
 dfSSE = dfSSE, g = g, group = "AB")  
the.mult <- min(all.mult)  
the.CI <- mu11 - mu13 + plus.minus(  
 the.mult \* sqrt(MSE \* (1 / nij + 1 / nij))  
)

# I.a   
data <- read.csv("Prog.csv")  
  
data.I.a <- subset(data, type == "Small")  
result <- t.test(data.I.a$days)  
conf\_interval <- round(result$conf.int, 4)

# I.b   
alpha <- 0.1  
  
n <- nrow(data)  
a <- length(unique(data$type))  
b <- length(unique(data$years))  
  
names(data) = c("Y","A","B")  
AB = lm(Y ~ A \* B, data)  
SSE <- AB$residuals ^ 2  
dfSSE <- n - a \* b  
MSE <- SSE / dfSSE  
  
the.mult <- find.mult(alpha, a, b, dfSSE, 1, "B")[2]  
  
CI.1 <- give.me.CI(data, MSE, equal.weights = TRUE, the.mult, "B", c(1, -1, 0))  
CI.1 <- round(CI.1, 4)  
  
CI.2 <- give.me.CI(data, MSE, equal.weights = TRUE, the.mult, "B", c(1, 0, -1))  
CI.2 <- round(CI.2, 4)

# I.c   
alpha <- 0.01  
  
the.mult <- find.mult(alpha, a, b, dfSSE, 1, "AB")[3]  
  
# Note - i indices are flipped. In R, i = 1 is Both  
# However, in the HW, i = 1 is Small  
AB.cs <- matrix(0, nrow = a, ncol = b)  
AB.cs[2, 1] <- 1  
AB.cs[1, 1] <- -1  
CI.1 <- give.me.CI(data, MSE, equal.weights = TRUE, the.mult, "AB", AB.cs)  
CI.1 <- round(CI.1, 4)  
  
AB.cs <- matrix(0, nrow = a, ncol = b)  
AB.cs[2, 3] <- 1  
AB.cs[1, 3] <- -1  
CI.2 <- give.me.CI(data, MSE, equal.weights = TRUE, the.mult, "AB", AB.cs)  
CI.2 <- round(CI.2, 4)

# II   
co <- coef(AB)

# III.a   
data <- read.csv("Teaching.csv")  
names(data) = c("Y","A","B")  
interaction.plot(x.factor = data$A, trace.factor = data$B, response = data$Y, xlab = "Method", ylab = "Scores")

# III.b   
the.means <- find.means(data)

# III.b.1   
knitr::kable(the.means[1])

# III.b.2   
knitr::kable(the.means[2])

# III.b.3   
knitr::kable(the.means[2])

# III.c   
the.counts <- find.means(data, fun.name = length)

# III.c.1   
knitr::kable(the.counts[1])

# III.c.2   
knitr::kable(the.counts[2])

# III.c.3   
knitr::kable(the.counts[3])

# III.d   
the.data <- data  
AB = lm(Y ~ A\*B,the.data)  
A.B = lm(Y ~ A + B,the.data)  
all.models = list(AB,A.B)  
SSE = t(as.matrix(sapply(all.models,function(M) sum(M$residuals^2))))  
colnames(SSE) = c("AB","(A+B)")  
rownames(SSE) = "SSE"  
  
# Conduct ANOVA test  
anova\_result <- anova(A.B, AB)  
  
# Get the F-statistic and p-value  
f\_statistic <- anova\_result$F[2] # Extracting F-statistic from the first row  
p\_value <- anova\_result$Pr[2] # Extracting p-value from the first row

# III.e   
the.params <- round(coef(A.B), 4)  
# knitr::kable(the.params)