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**实验一 搜索算法求解问题**

本实验通过实验加深搜索算法求解问题的理解。建议使用python编程实现，并在Mindspore框架下实现。

一、实验目的

1. 掌握有信息搜索策略的算法思想；

2. 能够编程实现搜索算法；

3. 应用A\*搜索算法求解罗马尼亚问题。

二、实验内容及步骤

1. 创建搜索树；

2. 实现A\*搜索算法；

3. 使用编写的搜索算法代码求解罗马尼亚问题；

4. 分析算法的时间复杂度。

三、思考题

1. 宽度优先搜索，深度优先搜索，一致代价搜索，迭代加深的深度优先搜索算法哪种方法最优？

2. 贪婪最佳优先搜索和A\*搜索那种方法最优？

3. 分析比较无信息搜索策略和有信息搜索策略。

四、实验报告要求

1．说明实验的方法和步骤；

2. 对算法的原理进行说明；

3．给出算法源程序；

4．对实验结果进行分析。

**实验二 约束满足问题**

本实验通过实验加深约束满足问题的理解。建议使用python编程实现，并在Mindspore框架下实现。

一、实验目的

1. 求解约束满足问题；

2. 使用回溯搜索算法求解八皇后问题。

二、实验内容及步骤

实验内容：约束满足问题

三、实验报告要求

1．说明实验的方法和步骤；

2. 对算法的原理进行说明；

3．给出算法源程序；

4．对实验结果进行分析。

**实验三 线性回归**

本实验要求应用线性回归模型解决实际问题，通过实验加深对线性回归原理的理解。建议使用python编程实现，并在Mindspore框架下实现。

实验包括两部分：一元线性回归和多元线性回归。

**一、 一元线性回归**

题目：

应用一元线性回归预测移动餐车的利润。假设你是一家餐饮连锁店的CEO， 考虑在不同的城市开辟新店。该餐饮店已在许多城市拥有移动餐车，现有各个城市移动餐车的利润和城市人口的数据。这些数据将帮助你选择在哪个城市进行新店扩张。请按要求完成实验。

数据集：

文件ex1data1.txt为该实验部分的数据集，第一列表示城市人口（单位为万人），第二列表示该城市的移动餐车的利润（单位为万美元，若利润为负值，表示损失）。

步骤与要求：

1）在开始任务之前，进行数据的可视化对于了解数据特征是很有帮助的。请你导入数据并以人口为横坐标，利润为纵坐标画出散点图并观察数据分布特征。（建议：用python 的matplotlib）

2）将线性回归参数初始化为0，然后计算代价函数（cost function）并求出初始值。

3）使用线性回归的方法对数据集进行拟合，并用梯度下降法求解线性回归参数。（eg：迭代次数=1500，alpha=0.01）

4）画出数据的拟合图形。

5）预测人口数量为35000和70000时，利润为多少。

**二、 多元线性回归**

题目：

应用多元线性回归预测房价。假设你打算出售你的房子，你想知道房子的市

场价应该设为多少比较合适。一种方法就是收集最近的房屋销售信息并设计一个

房屋价格模型。请按要求完成实验。

数据集：

文件ex1data2.txt为该实验部分的数据集，第一列表示房屋的面积（平方英尺），第二列表示房间数目，第三列表示房屋价格。

步骤与要求：

1）导入数据，通过观察，容易发现房屋面积的大小约是房间数量的1000倍。当特征数量级不同时，对进行特征缩放能够使梯度下降更快地收敛。请对这两个特征进行归一化处理。

2）使用梯度下降法求解线性回归参数。尝试使用不同的alpha（学习率）进行实验，找到一个合适的alpha使算法快速收敛。思考alpha的大小对于算法性能的影响。

3）使用你认为最佳的alpha运行梯度下降法求出线性回归参数，然后预测房屋面积为1650平方英尺，房间数量为3时，房屋的价格。

**实验四 逻辑回归**

题目：

应用逻辑回归模型预测某学生能否被大学录取。假设你是某大学的系主任，你想根据两次考试的结果决定每个申请者的录取机会。现有以往申请者的历史数据，可以此作为训练集建立逻辑回归模型进行预测。（请按要求完成实验。建议使用python编程实现，并在Mindspore框架下实现。）

数据集：

文件ex2data1.txt为该实验的数据集，第一列、第二列分别表示申请者两次考试的成绩，第三列表示录取结果（1表示录取，0表示不录取）。

步骤与要求：

1）请导入数据并进行数据可视化，观察数据分布特征。（建议用python的matplotlib）

2）将逻辑回归参数初始化为0，然后计算代价函数（cost function）并求出初始值。

3）选择一种优化方法求解逻辑回归参数。

4）某学生两次考试成绩分别为45、85，预测其被录取的概率。

5）画出分类边界。

**实验五 支持向量机**

题目：

鸢尾花数据集（Iris data set）是模式识别中著名的数据集。本实验通过花萼（sepal）和花瓣（petal）的长和宽，建立SVM分类器来判断样本属于山鸢尾（Iris Setosa）、变色鸢尾（Iris Versicolor）还是维吉尼亚鸢尾（Iris Virginica）。请按要求完成实验。

数据集：

文件iris.txt为该实验的数据集，包含150个样本，对应数据集的每行数据。每行数据包含每个样本的四个特征（按顺序分别为花萼长度、花萼宽度、花瓣长度、花瓣宽度）和样本的类别信息（Iris Setosa、Iris Versicolor、Iris Virginica中的一种）。

实验要求：

（1）建立SVM分类器并用交叉验证法进行分析。

（2）利用PCA降维，将数据转化为二维，然后绘制出分类决策边界。

**实验六 决策树**

题目：

某连锁餐饮企业想了解周末和非周末对销量是否有很大影响，以及天气好坏、是否有促销活动对销量的影响，从而公司的辅助决策。现有单个门店的历史数据。请按要求完成实验。建议使用python 编程实现，并在Mindspore框架下实现。

数据集：

文件ex3data.xls 为该实验的数据集，第1-5 列分别表示序号、天气好坏、是否周末、是否有促销和销量高低。

实验要求：

选择ID3、C4.5、CART 三种常见决策树算法中的一种建立决策树模型，并画出决策树。（采用多种算法实现并进行算法的比较分析者，将获得更高分数）

**实验七 神经网络**

本实验包括两部分：交通运量预测和语音性别识别。

**一、交通运量预测**

题目：

公路运量主要包括公路客运量和公路货运量两个方面。据研究，某地区的公路运量主要与该地区的人口数量、机动车数量和公路面积有关。表1中给出了某地区20年的公路运量相关数据。

根据相关部门数据，该地区2010年和2011年的人口数量分别为73.39和75.55万人，机动车数量分别为3.9635和4.0975万辆，公路面积将分别为0.9880和1.0268万平方千米。

要求：

（1）请利用BP神经网络预测该地区2010年和2011年的公路客运量和公路货运量。

（2）请利用其他方法预测该地区2010年和2011年的公路客运量和公路货运量，并比较这两种方法的优缺点。

**表1 某地区20年公路运量数据**

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| 年份 | 人口数量（万人） | 机动车数量（万辆） | 公路面积  （万平方米） | 公路客运量（万人） | 公路货运量（万吨） |
| 1990 | 20.55 | 0.6 | 0.09 | 5126 | 1237 |
| 1991 | 22.44 | 0.75 | 0.11 | 6217 | 1379 |
| 1992 | 25.37 | 0.85 | 0.11 | 7730 | 1385 |
| 1993 | 27.13 | 0.90 | 0.14 | 9145 | 1399 |
| 1994 | 29.45 | 1.05 | 0.20 | 10460 | 1663 |
| 1995 | 30.10 | 1.35 | 0.23 | 11387 | 1714 |
| 1996 | 30.96 | 1.45 | 0.23 | 12353 | 1834 |
| 1997 | 34.06 | 1.60 | 0.32 | 15750 | 4322 |
| 1998 | 36.42 | 1.70 | 0.32 | 18304 | 8132 |
| 1999 | 38.09 | 1.85 | 0.34 | 19836 | 8936 |
| 2000 | 39.13 | 2.15 | 0.36 | 21024 | 11099 |
| 2001 | 39.99 | 2.20 | 0.36 | 19490 | 11203 |

**二、语音性别识别（选做）**

题目：

根据声音样本来确定一个人的性别看似是一件很容易的事情。通常，人耳就可以很容易辨别出男性与女性声音的差异。那么，如何让计算机也能自动识别出男性或者女性的声音呢。

为了通过声音辨别性别，需要一个训练数据库。这个数据库由成千上万的男性和女性的声音样本建立起来，每个声音都以男性或女性的性别标记。

每个语音样本都存储为.WAV文件，然后对其进行预处理，测量声学信号的声学参数。预处理WAV文件的输出保存为一个CSV文件。

本实验，你将利用声音样本数据集，建立神经网络模型对声音进行分类。请按要求完成实验。

数据集：

文件train.csv为该实验的训练集，包含2536个声音样本，对应数据集的每行数据。每行数据包含每个样本的20个特征和样本的类别信息（男性或女性）。

文件test.csv为测试集，用于评估算法性能。格式与训练集相同。

实验要求：

（1）通过对训练集进行学习，建立神经网络模型并利用测试集测试算法分类的正确率(accuracy)。具体实验步骤应包括数据的可视化和预处理，模型建立与训练以及测试结果等。

（2）尝试使用其他机器学习方法进行实验，并作比较分析。

**附件：实验报告规范**

实验报告的开头应给出题目、班级、姓名、学号和完成日期，并至少包括以下几个内容：

1. 实验描述

简要描述实验中所用算法的基本思想（包括调参参数的选择等），以及如何处理数据集。

1. 实验及结果分析

（1） 开发语言及运行环境；

（2） 实验的具体步骤；

（3） 根据实验数据集，按实验要求给出相应的结果（截图）；

（4） 对实验结果进行简要分析。

1. 实验心得

对实验设计与实现过程进行总结和思考，记录实验过程的体会和心得。可包括：在实验中遇到的问题，又是如何解决的；体会调试的过程，总结编程中的收获。

1. 附录（可选）

带注释的源程序。

5、程序文件名的清单（必须写）

请列出所提交源程序电子版的程序文件名的清单，可根据实际情况补充对程序的说明，以便于实验验收。