**CONCLUSION**

Technologies related to data mainly consist of data warehousing, business intelligence using dashboards and data mining. We have implemented all the above mentioned technologies in this project.

We have implemented the data mart in star schema which consists of four dimension tables and a single fact table. The four dimensions are Time, Region, Customer and Product. During the implementation we have first loaded the data to the different staging areas tables and then loaded the warehouse table as defined by the data load scheduling process. We have implemented this using the Informatica PowerCenter (ETL toolset).

Based upon the data available in the data mart, business intelligence is implemented using the Microstrategy 9.0.1 toolset. First, the attributes, facts and the hierarchy are defined using the Microstrategy Architect. Then, various metrics, filters and reports are designed in the Microstrategy Desktop. Using the reports dashboards are generated using Microstrategy Web.

Data-mining activities can be divided into two categories:

1) Descriptive data mining, which produces new, nontrivial information based on the available data set, or

2) Predictive data mining, this produces the model of the system described by the given data set.

In descriptive data mining we have implemented mining of frequent itemsets and in predictive data mining we have implemented classification and prediction using Bayesian classification.

**FUTURE ENHANCEMENTS**

We have implemented the data mart which constitutes four dimensions. We would try to include more dimensions to the existing data mart to make it address complex scenarios. As more dimensions are added, the Business Intelligence module can also be improved by adding on different reports and dashboards.

In data mining, we would like to implement different classification and prediction algorithms and compare the efficiencies of these algorithms analyzing the same data set. For instance we are planning implement Apriori algorithm to compare the FP-Growth algorithm efficiency with it.
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