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안녕하세요. 코드스테이츠 AI 17기 김영훈입니다. 발표하기에 앞서 여러분은 런던 여행을 해 본적이 있으신가요? 저는 19년도에 여행했었는데, 날씨가 흐려서 많이 안타까운 기억이 있습니다. 런던은 맑은 날보다 흐린 날이 더 많다고 합니다. 그래서 저는 런던 여행하는 분들이나 거주자들의 편의를 위해 런던의 날씨 데이터를 바탕으로 비가 내릴지 예측하는 모델을 만들었습니다.

목차를 살펴보겠습니다. 첫번째 데이터 EDA와 전처리, 두번째 모델링 및 해석 세번째 향후 계획 순으로 발표하겠습니다.

첫번째로 데이터 EDA 및 전처리입니다. 데이터 소개, 전처리, feature engineer, eda 순으로 발표하겠습니다. 먼저, 데이터 소개를 하겠습니다.

데이터는 런던의 1979년도부터 2020년도까지의 15341개의 데이터입니다.

데이터 특성으로는 date 날짜, cloud\_cover 구름이 하늘을 덮은 정도를 oktas 단위로 표현한 값이구요. sunshine 1시간 동안 햇빛을 측정한 값, global\_radiation 1제곱미터당 복사조도측정값으로 단위는 와트퍼미터제곱을 사용합니다. Max, mean, min temp 최고 평균 최저온도입니다. 타겟 특성인 precipitation 강수량, pressure 대기압이 있습니다.

다음으로는 데이터 전처리입니다. 중복치를 먼저 확인했습니다. 중복치가 존재하지 않으며 중복되는 날짜도 없는 것을 확인할 수 있습니다.

다음으로는 결측치입니다. 예측값인 강수량은 정확한 예측을 위해 결측치를 제거했습니다.

Cloud\_cover, global\_radiation, min\_temp는 연속적으로 결측치가 존재하거나, 앞뒤로 차이가 큰 데이터가 존재하므로 총 40개 데이터를 제거했습니다.

Max\_temp, pressure 특성은 연속 결측치가 존재하지만, 앞뒤로 차이가 크게 없으므로 앞의 데이터로 채우기로 결정했습니다.

Mean\_temp는 max\_temp와 min\_temp의 평균이므로 평균으로 결측치를 채우기로 결정했습니다.

다음으로는 feature engineer입니다. 계절별로 강우에 영향을 미친다고 생각하여 조금 더 넓은 범위인 월별 month 특성을 추가하고, 모델 예측값을 설정하기 위해 비가 오면 즉 강수량이 0이 아니면 1, 비가 안오면 즉 강수량이 0이면 0으로 추가했습니다.

다음은 EDA입니다. 특성별 상관관계를 히트맵으로 표현해봤습니다. 히트맵을 통해 타겟관의 상관관계에서 크게 두가지 인사이트를 도출했습니다. 선샤인, 글로벌 레디에이션, 프레셔 값이 클수록 비가 올 확률이 낮고, 즉 타겟과 음의 상관관계를 가지고, 클라우드 코버 값이 클수록 비가 올 확률이 높다 즉 타겟과 양의 상관관계를 가지는 것을 알 수 있습니다.

추가로 계절별(월별) 강수 확률에 영향을 끼친다고 생각하여 month 특성을 추가했으나 상관관계에서는 작은 값을 나타내는 것을 볼 수 있는데요. 그래서 월별 강수량 및 확률을 체크해봤습니다.

다음은 1979년도부터 1999년도 월별 강수량입니다. 대체적으로 6-8월에 강수량이 낮은 것을 볼 수 있습니다.

1979년도부터 1999년도 월별 강수 확률입니다. 앞서 대체적으로 강수량이 6-8월에 낮은 것을 볼 수 있었는데, 강수량이 낮다고 비가 올 확률이 낮지 않다는 것을 볼 수 있습니다.

다음은 모델링 및 해석입니다. 모델 및 평가지표 설정, 데이터 분리, 기준모델 설정, 모델링 검증 평가, 모델 해석 순으로 발표하겠습니다.

모델 및 평가지표 설정입니다. 예측값을 비가 올지 안 올지 이진분류로 설정했기 때문에, 트리기반 모델인 랜덤포레스트와 xgboost 모델을 사용했습니다.

평가지표로는 단순 예측 정확도 측정하기 위한 지표인 정확도, 비가 안왔는데 왔다고 예측하는 타입2 에러보다 비가 왔는데 안왔다고 예측하는 타입1 에러가 더 중요하다고 생각했기 때문에 재현율, 그리고 비가 올 확률을 비가 오지 않을 확률보다 확률값 자체를 높게 예측하는 것 또한 중요하다고 판단해서 roc\_auc 지표 총 3개를 선정했습니다.

다음은 데이터 분리입니다. 먼저 데이터 누수방지를 위해 강수량 특성을 제거했습니다. 비교적 최근 4년 데이터인 2017년부터 2020년도 데이터를 테스트 셋으로 설정했습니다. 훈련데이터셋과 검증데이터셋을 8:2 비율로 나눴습니다.

기준모델 설정입니다. 기준모델은 최빈값으로 설정했고 기준모델의 정확도는 0.52가 나온 것을 확인할 수 있습니다.

먼저 randomforest 모델입니다. Randomforest 모델은 배깅방식을 통해 독립적으로 학습한 여러 개의 결정트리 모델들이 결합하여 하나의 강력한 모델을 생성하는 앙상블 기법 중 하나입니다. Randomforest 모델로 학습하고 성능을 평가해봤습니다. 검증데이터 셋에서 정확도 0.745, 재현율 0.699, auc 지표 0.826이 나온 것을 볼 수 있습니다. 여기서 저는 하이퍼파라미터로 결정 트리의 깊이를 설정하는 max\_depth, 기본 모델의 수를 결정하는 n\_estimators를 조정하여 gridsearch를 통해 최적의 하이퍼파라미터를 찾았습니다. 하이퍼파라미터 조정 후 성능입니다. 훈련 데이터를 보고 과적합이 된 줄 알았으나 검증 데이터 역시 모든 지표가 조금씩 오른 것을 확인할 수 있습니다.

다음으로는 xgboost 모델입니다. Xgboost는 병렬적으로 결정 트리 모델을 처리하여 앞서 학습한 모델에 학습이 덜 된 부분을 보충해나가 하나의 강력한 모델을 생성하는 앙상블 기법 중 하나입니다. Xgboost 모델로 학습하고 성능을 평가해봤습니다. 검증데이터 셋에서 정확도 0.747, 재현율 0.717, auc 지표 0.822가 나온 것을 볼 수 있습니다. 여기서 하이퍼파라미터로 max\_depth, 관측치에 가중치의 최소 합인 min\_child\_weight, 트리 생성에 필요한 피처의 샘플링 비율인 colsample\_bytree, 학습단계별로 가중치를 얼마나 줄지의 learning\_rate를 조정하여 girdsearch를 통해 최적의 하이퍼파라미터를 찾았습니다. 하이퍼파라미터 조정 후 성능입니다. 훈련데이터의 점수가 떨어진 것을 보아 과적합을 피하고 검증데이터 셋의 지표를 올린 것을 확인할 수 있습니다.

두 가지 모델에 마지막으로 테스트 셋을 통해 성능을 평가했습니다. 모든 지표에서 xgboost가 조금 더 높은 것을 확인할 수 있습니다. 따라서 xgboost를 예측모델로 결정했습니다.

다음으로는 선택한 모델 xgboost의 모델 해석입니다. Feature importances를 통해 xgboost 모델에 특성 중요도를 나타냈습니다. Pressure, sunshine Cloud\_cover 특성 순으로 모델 예측값에 가장 많은 영향을 미치는 것을 볼 수 있습니다.

다음은 각 특성별로 노이즈를 주어 예측값에 얼마나 영향을 주는지를 통해 중요도를 나타내는 perputation importances를 통해 특성 중요도를 나타냈습니다. 역시, pressure sunshine 특성이 모델 예측값에 가장 많은 영향을 미치는 것을 알 수 있습니다. 일반적으로 구름이 하늘을 많이 덮으면 비가 올 것으로 예측을 하지만 해당 특성에 노이즈를 주어도 예측값에 영향을 덜 미치는 것을 볼 수 있습니다. 이것을 통해 구름의 유무 정도만 예측값에 영향을 미치고 수치값은 크게 영향이 없는 것으로 판단했습니다.

마지막 향후 계획을 발표하고 마무리하겠습니다. 런던뿐만 아니라 서울 오타와 같이 다양한 도시의 예측과 비가 올 확률을 예측하는 선형회귀모델도 만들어볼 계획입니다. 이것으로 발표를 마무리하겠습니다.

감사합니다.